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INTRODUCTION 

In recent years, Artificial Intelligence (AI) has 

become a trendy issue. Many articles, books, 

and films have been written in response to the 

issue "can machines think?" "Can artificial 

intelligence surpass human intelligence?" and 

"Will Machines Replace Humans?" "How 

harmful is AI?" "How does AI differ from 

humans?" in addition to the enslavement 

problem [1], from AI?" These issues are not 

unnoticed by researchers and scientific groups. 

Some of these questions were discussed by 

Alan M. Turing. [2] As a result, the Turing test 

was created to evaluate a machine's 

intelligence. ability to behave intelligently in a 

way that is indistinguishable from [3] that of a 

human Some of these questions, however, 

remain unanswered. a point of contention 

among the most powerful CEOs (i.e. Mark 

Zuckerberg) Facebook's Mark Zuckerberg and 

Elon Musk, as well as the world's best AI 

experts) researchers. Discussing such issues 

necessitates a thorough examination. 

appreciation for reinforcement learning (RL). I 

recommend to the reader [1] is a reference to 

Stuart J. Russell's work. 

Deep Learning advances in recent years have 

been linked to the rise of Artificial 

Intelligence. Deep Learning is a collection of 

neural networks with several layers. they are 

linked to one another Deep learning 

algorithms, on the other hand, are Deep 

learning is similar to what was employed in 

the late 1980s [4]. The advancement of 

computational power is the driving force 

behind progress. as well as the massive rise in 

both generated and gathered data Shifting from 

CPU (Central Processing Unit) to GPU 

(Graphical Processing Unit) data [5]. 

(Graphics Processing Unit) [6], and then to 

TPU (Tensor Processing Unit). Processing 

Unit) [7] increased processing speed and 

opened up new possibilities. More successes 

are on the way. Computing, on the other hand, 

Moore's law [8] limits capabilities, which may 

cause a slowdown. down constructing 

powerful AI systems [9]. Learning through 

interaction with reinforcement is referred to as 

reinforcement learning. a setting through 

engaging in a variety of activities and 

encountering new things many 

accomplishments and mistakes while 

attempting to maximise the received monetary 

compensation The agent isn't told which action 

he or she should take. 
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Reinforcement Computer science, engineering, 

neurology, mathematics, psychology, and 

economics are just a few of the domains where 

learning intersects. These are shown in Figure 

1.intersections (n.d.) (n.d.) (n.d.) 

(Reinforcement learning is distinct from other 

types of learning. Both supervised and 

unsupervised learning are possible with 

machine learning. The most well-known and 

researched method of learning is supervised 

learning. Machine learning is a well-studied 

branch of the field. When it comes to guided 

learning,The computer learns from a set of 

labelled data that it has been given as a 

training set.offered by an outside teacher or 

supervisor who makes the final decision the 

appropriate actions for each that the system 

should take example. The objective of the 

system is to generalise its reactions in order to 

act. correctly in circumstances where the 

training isn't provided examples. The 

supervised learning system's performance By 

increasing the number of training samples, it 

improves. The following are some examples of 

supervised learning issues: regression, object 

detection, image captioning, categorizationas 

well as labelling Although this form of 

education is critical, it is also time consuming. 

insufficient for interactive. The goal of 

unsupervised learning is to uncover 

organisation in a set of unlabeled data. 

Clustering, feature learning, and unsupervised 

learning are some instances of unsupervised 

learning. Density estimation and 

dimensionality reduction Regardless, It may 

appear that reinforcement learning is a form of 

unsupervised learning. It is distinct in that it 

does not learn from labelled data; Instead of 

maximising the rewards, reinforcement 

learning tries to maximise the rewards. than 

the discovery of hidden structure [9]. 

Reinforcement learning is the third paradigm 

of learning. Along with unsupervised learning 

and machine learning, learning under 

supervision However, other options are 

available. [9] paradigms. 
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"A Concise Introduction to Reinforcement 

Learning," by A. Hammoudeh, 2018. 

The standard model and basic components of a 

reinforcement learning system will be 

discussed in the following sections. In the 

following section, we'll look at some amazing 

reinforcement learning examples. The 

accomplishments are emphasised. Then came 

the concept of Markov Decisions. The 

equations of process and Bellman optimality, 

which express the The following elements are 

essential for developing reinforcement 

learning problems: discussed. Following that, 

certain problem-solving algorithms are shown. 

The problem of reinforcement is examined, 

beginning with the general case. Approximate 

methods and traditional tabular methods are 

two examples of approaches. solution 

approaches, next the Monte Carlo method, and 

finally the Starting with the Temporal 

Difference approach and finishing with a 

policy-based method approaches, as well as 

the deep Q-network method. Eventually, some 

Applications for reinforcement learning are 

highlighted.   

A. The Basic Model 

The most important elements of a 

reinforcement learning system are: [9], [10] 

are policy, reward signal, value function, and 

model. The policy () describes how the agent 

(something) acts. that sees and responds to its 

surroundings [1]) will behave in specific 

circumstances Simply 

 

 

The total rewards R from time-step t are equal to the sum of the immediate reward and discounted 

future reward [9], [10]. 
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The price reduction varies between 0 and 1 

and represents the deterioration factor of future 

rewards when they are evaluated now. 

Discounting is, nevertheless, occasionally 

necessary. controversial. The expected return 

is represented by the action-value function 

q(s,a).vwhen beginning from a state s and 

performing an action a [9], [10] shows the 

mathematical formulation. 

 

Predictions regarding the behaviour of the 

environment can be made using the 

environment model. Model, on the other hand, 

is an optional component of reinforcement 

learning. Model-based methods are those that 

make use of models and planning. On the 

other hand, there are ways that do not require a 

model. if the agent doesn't have a model for 

the situation model-free approaches, on the 

other hand, are expressly trial-and-error 

learners [9], [10]. 

                     "A Concise Introduction to 

Reinforcement Learning," by A. Hammoudeh, 

2018. 

IMPLEMENTATION OF OUTSTANDING 

SUCCESSES 

Reinforcement learning is a concept that has 

been around for a long time. The rise, on the 

other hand, The most achievements and the 

most reinforcement learning are recent. 

Deepmind outperformed humans in Atari 

games by a factor of ten. It is a blend of 

reinforcement and deep learning. 

Without tuning to a specific game, the same 

algorithm was used to learn to play 49 various 

games from self-play and the score of the 

game. Raw screen pixels were mapped to a 

Deep Q. Network. Deep Mind revealed the 

details of a programme that can predict the 

future. In 2013, you can play Atari at a 

professional level [11]. Later in the game, 

Google bought DeepMind in the beginning of 

2014 [12]. 

IBM's Gerald Tesauro created a programme 

that plays Reinforcement learning is used in 

backgammon. Gerald's show is on. was able to 

outperform human opponents [13]. However, 

scaling this up is a challenge. It was tough to 

achieve success in more difficult games until 

recently. Deep Mind's AlphaGo software was 

first trained in 2016 utilising Go's universe 

was defeated thanks to reinforcement learning. 

Lee Sedol, champion Go is a traditional 

Chinese board game. It was significantly more 

difficult for computers to master [14]. One of 

the more notable accomplishments in the field 

of is AlphaZero is a reinforcement learning 

system that has reached a high level of 

success. in many ways than one superhuman 

level 
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MARKOV DECISION PROCESS (MDP) 

The Markov Decision Process problem entails 

making a series of decisions in which an action 

(A) must be done. each state (S) that the agent 

travels through. Decision made by Markov A 

process can be described as a series of states, 

actions, and outcomes. as indicated in the next 

line [10] 

 

The primary property of the Markov process is 

that given the present, the future is 

independent of the past. Markov state is 

defined by Equation 4 as the probability of the 

following state. based solely on the present 

situation, independent of the past [10],,,,,,,,,,, 

 

A. Bellman optimality equation  

 MDPs have been extensively researched in 

control theory, and their origins may be traced 

back to Richard Bellman's pioneering work. 

Bellman's The key contribution was to 

demonstrate that MDP may be solved utilizing 

Dynamic programming (DP) is a technique for 

reducing computing time.[19], [20], [21], [22], 

[23], [24], [25], [26], [An agent's goal is to 

take measures that optimise the return on 

investment. This is essentially an optimality 

issue in which the overall rewards are 

maximised. The reinforcement learning agent 

strives to take activities that result in positive 

reinforcement. maximum benefits that the 

action can represent (s,) value function [9], 

[10]The maximum action value function is the 

optimal action value function. over all policies, 

an action-value function 

 

The recursive form of the action value 

function q(s,) which may be recast in the 

recursive form as follows is used in the 

Bellman optimality equation (equation 7). 

(equation 6) [9] and [10] 

 

Bellman optimality equation: 

 

Where: 

        R(s,ɑ) is the immediate reward given the 

current state s and the current action a 

              "A Concise Introduction to 

Reinforcement Learning," by A. Hammoudeh, 

2018. 

 

is the action value function given the state 

(next possible state) and the action (next 

possible action) is the probability of a 

transition to state given the current state s and 

the current action a 

 

When it comes to large-scale and sophisticated 

MDPs, traditional DP approaches such as 

policy iteration and value iteration may fail; 

there are two barriers that may prevent MDPs 

from succeeding.1) The curse of modelling, 

which is the difficulty of scaling.  2) the curse 

of computing transition probabilities.  When 

altering the elements of a scene, the 

dimensionality of the scene increases. MDP 

gets difficult. Adaptive functions, on the other 

hand Approximations [23] and learning-based 

approaches [24] have a good track record. in 

the search for a near-optimal solution for 

large-scale MDPs 

ADDITIONAL LEARNING ALGORITHMS 

It is possible to find the best policy for 

reinforcement learning. whether to use exact or 

approximate solution approaches 

(Approximation of a function) 

A Tabular techniques 

 Q-learning is a straightforward reinforcement 

learning method. that, in the absence of any 

model, learns long-term optimal behavior [25] 

the environment The Q-learning algorithm's 
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concept is as follows: that the present value of 

our Q estimate can help us increase our 

performance (bootstrapping) approximated 

solution [21] 

 

Where is the learning rate and what is the 

difference in time? (TD) error Q-learning is 

non-policy; it assesses only one policy (the 

target). policy) while adhering to a different 

policy (behavior policy). Finding an ideal 

action value function q* under these 

conditions, on the other hand, is difficult. 

Policy can be used to establish arbitrary 

behaviour policy iteration. Q eventually 

converges on the best action value function 

and its opportunistic policy converges on an 

optimal approach. 

Iteration of policy necessitates policy 

improvement and review. The latter improves 

the action value function estimate by reducing 

temporal difference errors (TD) in the action 

value function estimate. By adhering to the 

policy, you can get experience on different 

paths. According to the estimation As the 

policy evolves, it is usually possible to 

improve it by selecting better options. 

According to the most recent value function, 

greedy actions Q. What if instead of separating 

the preceding steps (as in the old method) By 

allowing for policy iteration, the process can 

be sped up. As in extended policy iteration 

[26], interleaved steps are used. 

 B. Methods of approximate solution 

 Exact value functions and exact value 

functions are represented by tabular 

approaches. Tables of policies Because of the 

size and complexity of the project, As the 

complexity of the environment grows, so does 

the amount of computing power required. 

Increases rapidly. Approximations, on the 

other hand, are a type of approximation. a 

powerful notion that incorporates the problem 

of hidden states and The issue of scalability 

[9]. A parametrized action value function is a 

type of action value function. a function 

approximator with the parameter A linear 

weighting of features or a deep approximator 

can be used. Neural 

 

SARSA is a method that analyses and follows 

a single policy, with the behaviour policy 

being the same as the target policy. The 

SARSA algorithm is a method of 

approximation. As a result, the policy should 

not be completely avaricious; instead, it should 

be balanced. when the policy is most greedy () 

of the time, but random selection has a low 

likelihood. [22] Take actions On-policy 

methods outperform off-policy methods in 

general, but they uncover less effective 

policies. A method that is not in compliance 

with the rules is used to locate Although there 

is a superior policy (goal policy), it is not 

followed. The situation has deteriorated [9]. 

Given linear function on-policy approaches 

Many published works reported that the 

approximator was accurate. [27]–[29] and 

[27]–[29] assured convergence for prediction 

issues Control issues with no divergence [30]. 

Off-policy can benefit from function 

approximation. Q-learning and a semi-gradient 

Q-learning update are examples of such 

approaches. The approximate function's 

parameters are displayed in 12 [25] equation. 

 

Hammoudeh, “A Concise Introduction to 

Reinforcement Learning,” 2018 

However, Q-learning with function 

approximation may experience instability; the 

main source of instability is not learning or 

sampling, because dynamic learning and 

sampling are not possible. Divergence with 

function is a problem in programming. 

Approximation; neither greed, exploration, nor 

control are possible is the primary reason, 

because policy evaluation cannot deliver 

results on its own. instabilities, as well as the 

function's complexity Since linear functions 

are the fundamental cause, approximation is 

not the root cause. It is possible for 

approximation to diverge [9]. When using 

function approximation, bootstrapping, and 

other techniques, There is a risk of instability 

and divergence off-policy [28]. Choosing two 
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out of three, on the other hand, is difficult; For 

generalisation and scalability, approximation 

is crucial. For both computational and data 

purposes, bootstrapping is critical. Off-policy 

learning aids in identifying a better solution. 

policy by separating behaviour and target 

policies [9]. Attempts to achieve stability and 

survive the crisis have been reported. The fatal 

trinity (combining function approximation, 

combining function approximation, and 

combining function approximation Experience 

Replay appears to be bootstrapping and off-

policy. [31], as well as more stable targets 

such as Double Q-learning [32], 

Temporal-Difference Learning Method and 

Monte Carlo Method 

Both the Monte Carlo Method and the 

Temporal-Difference Method are used in this 

study. With no prior knowledge of MDP, the 

learning methods are model-free. rewards or 

transitions They gain knowledge straight 

through the episodes of The MC return can be 

estimated by averaging experience. the 

aftereffects of several rollouts Monte, on the 

other hand, Carlo, who learns from full 

episodes through sampling; Temporal-

Difference is a machine learning algorithm 

that learns from incomplete episodes. 

bootstrapping and sampling It is, however, 

feasible to obtain the as in the finest of both 

Monte Carlo approach and TD learning 

Interpolates between Temporal Difference ( 

=0) and MC ( =1) [0] using the TD() 

technique. 

 D. RL depending on policy  

The search for an effective policy-based 

reinforcement learning method As a result, it is 

an optimal policy with no value function. It 

has proven to be useful in continuous and 

high-dimensional spaces. Although it has 

stronger convergence properties, it usually 

converges to a optimum in the immediate 

vicinity 

 

Both gradient-based [45]–[48] and gradient-

free [49]–[51] approaches are used to 

successfully train neural networks to estimate 

policies. While gradient based approaches 

dominate, gradient free methods perform well 

with a small number of parameters and can 

optimise non differentiable policies. 

Algorithms for deep reinforcement learning 

[52] Actor-critic approaches are used to iterate 

generalised policies. alternating between 

policy improvement and policy 

implementation evaluation. Because it selects, 

a policy is referred to as an actor. A critic is a 

function that estimates the value of something. 

because it raises questions about the actor's 

conduct Actorcritic approaches trade off policy 

gradient variance reduction for variance 

reduction. using value function approaches to 

introduce bias [53]–[55].[48], [49], [50], [51], 

[52], [53], [54], [55], [56], [57], [58], [59], 

[[56], [57] 

E. DQN 

The Deep Q-Network algorithm combines 

Reinforcement Learning with deep neural 

network training. DQN was an acronym for 

illustrated to work straight from unprocessed 

visual inputs and on a computer a wide range 
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of contexts and was successful in achieving 

Atari 2600 games at a superhuman level [11], 

[58]. DQN solves the core problem of 

instability in DQN. combining approximation 

of functions and reinforcement learning by 

employing two techniques: experience replay 

[59] and target-based learning [60] networks 

Both the experience replay and the target 

networks are important. have been utilised in 

deep reinforcement learning in the future[61]–

[63] works. 

The reinforcement learning agent can train on 

and sample cyclic transitions of the type 

(current state, current action, next state, 

reward) stored in the experience replay 

memory. from past experiences with others 

This effective by learning with it numerous 

times, you can make use of previous 

experience. When teaching a dog, this often 

results in improved converging behaviour.A. 

Hammoudeh,   

In addition to a large reduction in the number 

of contacts required with the environment, the 

function approximat or reduces the variance of 

learning updates [64], [65].While Deep Mind's 

original DQN algorithm employed 

standardised sampling [58], Deep mind 

reported a similar result in a later paper. A 

more effective learning system that prioritises 

samples depending on their importance[64] on 

TD mistakes Despite the fact that experience 

replay is commonly used,It is a simple model 

that is known as model-free technique[65].The 

target network is the second stabilising 

strategy. By freezing the Q-network and the 

target, the relationships between them are 

broken instead of updating the policy network 

for a period of time. The TD error is based on 

a shaky approximation of the Q-values. The 

fixed target network is used by the policy 

network[60].MDP presume that the agent has 

complete knowledge of the current situation. 

This is a non-realistic state. Nonetheless, 

Partially Observable is a term that is used to 

describe something that is only partially 

visible. The Markov Decision Process 

(POMDP) posits that the agent makes 

decisions based on a set of probabilities. 

APPLICATIONS 

Electric power systems, healthcare, banking, 

robotics, and other sectors have all used 

reinforcement learning. marketing, natural 

language processing, and transportation 

systems are just a few examples. as well as 

games Games provide an excellent 

reinforcement environment. Because the agent 

can investigate different trials in a single 

session, it is a learning agent. Since the cost of 

exploration is low, the virtual world is a viable 

option [71]. In games, there have been some 

noteworthy results with reinforcement 

learning. Section II delves into these topics. 

[72]–[73]–[74]–[75]–[76]–[77]–[[75], as well 

as a survey of video reinforcement learning 

[76] games More applications can be found in 

the sub-sections below. are being debated. 

Neural Network Hyper parameter Selection  

Identifying the architecture of neural networks 

and The selection of hyperparameters is an 

iterative process. Of experimentation and 

evaluation As a result, it can be expressed as a 

The issue of reinforcement learning. Zoph 

created a recurrent neural network RNN 

(recurrent neural network) that  The RNN 

creates hyperparameters for neural networks. 

By searching in, he was trained with 

reinforcement learning. 

A. Hammoudeh, “A Concise Introduction to 

Reinforcement Learning,” 2018. 

Results were compared to those obtained using 

state-of-the-art technologies [77]. Later, the 

approach was expanded to find optimization 

methods for deep neural networks [78], with 

greater results than before. Stochastic 

Gradient, for example, is a standard 

optimization strategy. SGD (Stochastic 

Gradient Descent) [4], Stochastic Gradient 

Descent with Root Mean Square Propagation 

[4], Momentum (RMSProp) [79] and Adam's 

adaptive moment estimation (80]. 

Intelligent Transportation Systems 

Intelligent Transportation Systems make use 

of the most up-to-date technology. Information 

technology for traffic management and 

facilitation Networks of transportation [81] 

ATSC (adaptive traffic signal control) can help 

reduce traffic congestion. congestion by 

altering signal timing plans in real time in 

reaction to changes in traffic Reinforcement 

using many agents To tackle ATSC, a learning 

strategy was developed in [82]. a problem in 

which each controller (agent) is in charge of 

the Control of traffic lights in the vicinity of a 

single traffic intersection. Multiagent 

reinforcement learning integrates game theory 

and reinforcement learning. Reinforcement 

learning with a single agent Multi-agent 

systems confront a number of issues. The 

exploration exploitation tradeoff, curse, and 
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reinforcement learning are three approaches to 

reinforcement learning. 

Natural Language Processing 

 Reinforcement of Natural Language 

Processing Learning was used in a variety of 

natural processing activities, including text 

production [85], [86], and machine learning. 

[87]–[89], as well as conversational systems. 

within the Dialogue systems are covered in the 

subsections that follow. 

1) Systems for Dialogue 

Programs that communicate with natural 

environments are known as dialogue systems 

language. In general, they are divided into two 

groups: Task-oriented conversational agents 

and chatbots the task-focused Dialog agents 

converse in short bursts in a specific 

environment. domain to aid in the completion 

of specific activities The, on the other hand, 

Chatbots are made to manage standard 

discussions replicating human-to-human 

interactions [90]. The evolution of dialogue 

systems has been classified. In terms of 

generations, the first is a template-based 

system. The second is based on guidelines 

created by human specialists generation is a 

data-driven system that includes a few "light" 

machines strategies for learning The third 

generation is currently data-driven and uses 

deep neural networks. Recently, combining the 

third generation of reinforcement learning has 

begun. 

Many modules make up a typical task-oriented 

dialogue system pipeline [92], [93]:  

a) Natural language understanding (NLU): 

NLU is a term that refers to the ability to 

understand natural language. assigns a 

semantic representation to the user's responses.  

b) the tracker of dialogue state (DST) gathers 

the turn's user input as well as the dialogue . 

The current condition of the dialogue is 

determined by history and the current state of 

the dialogue is determined by history.  

c) the policy of dialogue based on the current 

status of the discourse, chooses the next action 

 d) creation of natural language.  

The process of constructing natural language is 

known as natural language generation. 

Computer systems that generate natural 

language language messages derived from 

underlying information representations [94]. 

Designing dialogue systems can be done in 

two ways: The modular method and the end-

to-end approach are two approaches that can 

be used. The distinction The difference 

between them is that the latter technique 

replaces some of the former. Figure 7 shows 

independent modules with a single end-to-end 

connection. [93] model in learning dialogue, 

reinforcement learning is common. 

 

The Alexa Prize is a 2.5-million-dollar 

competition in which university teams 

compete to construct conservation bots that 

communicate with people through text and 

sound [102]. Even though the 2017 

competition winner (Sounding Board by 

University of Michigan) Reinforcement 

learning was not used by Washington [103]. 

The highest average user score was 

MILABOT, with a score of Reinforcement 

was used 3.15 out of 5 times in the 

competition. learning. The MILABOT system 

was created at the University of Montreal.  

It's made up of 22 different response models, 

including  Long-term and short-term user 

happiness must be balanced [104]. A selection 

of works that used reinforcement learning to 

solve problems. DeepMind's work on natural 

language processing includes the use of To 

calculate representations of natural 

phenomena, reinforcement learning is used. 
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Tree-structured neural networks are used to 

learn language sentences.[105]. 

OBJECTIVES AND CHALLENGES 

In RL, there are huge uncharted territory as 

well as numerous unsolved questions in the 

ones that have been explored; among of the 

typical questions are: Evaluative feedback, 

nonstationarity, and delayed rewards are all 

issues in RL [9]. Multi-task learning is 

required for general AI [106]. when an agent is 

capable of doing a wide range of duties rather 

than focusing on a small number of similar 

jobs. Multi-task Learning is one of the issues 

that RL seeks to address. When it comes to 

driving, processing power is crucial. Research 

on reinforcement learning has progressed. 

Furthermore, designing efficient methods, and 

contemporary parallel processing Throughput 

is increased as a result of the hardware. For 

instance, the final AlphaGo had 40 search 

threads, 48 CPUs, and 8 GPUs. [14] Graphics 

processing units. However, computational 

power may be a stumbling block for some 

tabular approaches, exhaustive search, and 

other strategies Monte Carlo is a resort town in 

Monaco.Pure model-free RL, according to 

Yann LeCun [71], necessitates. It takes a lot of 

trials to learn anything. While both trial and 

error are part of the process. 
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