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INTRODUCTION 

After the vision of semantic web was 

broadcasted, ontology becomes asynonym for 

the solution to many problems concerning the 
fact that computers do not understand human 

language. If there were an ontology and every 

document were marked up with it and we have 
agents/ computers that would understand the 

ontology, then computers / agents would finally 

be able  to process our queries in correct way. 

Ontologies simplify automatic processing and 
understanding of textual resources. It has been 

applied to a number of different domains such as 

bio-medicine [6], education [7] and software 
engineering [8].  For the above mentioned and 

other applications different methodologies are 

proposed by different researchers for the design 

and building of ontologies. Manual ontology 
construction process is time consuming and not 

effective one.  Hence, the design and development 

of methods and software tools to support 

automatic ontology construction is an important 
research topic, which is known as ontology 

learning[1]. The process of defining and 

instantiating aknowledge base is referred to as 

knowledge markup or ontology population, 
whereas (semi-)automatic support in ontology 

development is usually referred to as ontology 

learning. 

Ontology learning is concerned with knowledge 

acquisition and in the context of this research 

more specifically with knowledge acquisition 
from text. Obviously, much of the work in this 

area builds on the large body of work in this 

direction within NLP, AI, and machine learning. 

Ontology learning is a challenging area in its 
own right, with a lot of innovating research to 

which also this thesis hopes to contribute 

specifically for Afaan Oromo. Some of the 
ontology learning methodology and tools are 

designed for different languages such as Spanish 

[2], Amharic [4] and also for English [5]. 
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But adopting the methodology and tools used as 

they are to Afaan Oromo is too difficult because 
Afaan Oromo have its own unique grammar 

[16], and syntax. Therefore designing methods 

and tools that work with Afaan Oromo is must, 
which is the objective this research. 

Ontologies serve as a means for knowledge 

representation and are capable of expressing a 

set of entities, their relationships, constraints, 
axioms and the vocabulary of a given domain. 

However, the manual construction of ontologies 

is an expensive and time consuming task 
because the professionals required for this task 

(i.e. a domain specialist and a knowledge 

engineer) usually are highly specialized.  

This difficulty in capturing the knowledge 

required by knowledge based systems is 

becoming very common and is labeled as 

“knowledge acquisition bottleneck”.  

Hence, fast and cheap ontology development is 

crucial for the success of knowledge based 

applications and the Semantic Web. This has 
been designed and implemented for English [5], 

Spanish [2] and Amharic [4].  

Afaan Oromo has its own unique grammar [16], 

syntax, character (qubee) representation and 
statement formation. The other problem is that 

for Afaan Oromo there is no sufficient resources 

means that the structured sources of data or 
semi-structured sources of data such as dbpedia, 

Wikipedia and Afaan Oromo WorldNet is not 

sufficiently available as required. These reasons 
make it clear that ontology learning from Afaan 

Oromo text involves reasonably different 

methods and tools compared to English or 

Spanish or Amharic text. But no such tools exist 
for Afaan Oromo text.  

RELATED WORK 

We reviews a number of research works about 

automatic ontology learning from English, 

Amharic, Spanish and Afaan Oromo text and 

Named Entity Recognition (NER). However, 
little or no attention has been paid to Afaan 

Oromo text. 

[37], proposed an approach for NER for Afaan 
Oromo language using hybrid approach, which 

contains machine leaning and rule-based 

approach and The experiment result shows that 
the performance of their system as 84.12% 

Precision, 81.21% Recall and 82.52% F-Score. 

[36], proposed the system that recognize NE by 

using Conditional Random Field (CRF) 
algorithm which was machine learning approach 

for Afaan Oromo language and experiment 

result shows that the performance of their 
system as 77.41% Recall, 75.80% Precision and 

76.60% F1-measure. 

[47] Proposes an approach based on ontology 
learning and natural language processing for 

automatic construction of expressive ontologies, 

specifically in OWL DL from English text. The 

approach constructs the expressive ontology 
correctly in more than half of the cases; and 

does not construct the expressive ontology in 

more than half of the cases. 

[48] Proposes a system for information 

extraction from plain text in form of RDF 

triples. The approaches is capable of identifying 
grammatical structure (syntactic) of an input 

sentence and analyze its semantic to generate 

meaningful RDF triples of information, by 

Stanford and Senna tools for translating plain 
text documents into a machine-readable format. 

[49] proposed system that can learn the ontology 

automatically from unstructured Amharic text 

by extracting single-word and multi-word 

concepts and deduce the relationships exist 

between the domain concepts in their corpus.  

[22] Develop a system that automatically builds 

ontology from Vietnamese texts using cascades 

of annotation based grammars. Gate is used to 

implement the system. The system includes two 

components: syntactic analysis and ontology 

construction, the syntactic analysis is to detect 

noun phrases and relation phrases from input 

documents, and then identify candidate phrases 

representing classes, individuals, relationships 

and properties, subsequently, the ontology 

extraction component uses Text2Onto [44] to 

generate the output ontology. [49] Presents a 

technique for automatically constructing 

ontology from a given lecture notes. This system 

extracts the concepts using Term Frequency 

Inverse Document Frequency (TF-IDF) 

weighting scheme and then determines the 

associations among concepts using apriori 

algorithm. Evaluating the system is performed 

by comparing the results with the dependencies 

determined by an expert in the subject area. 

METHODOLOGY 

The aim of this study was to design Automatic 

Domain Ontology Learning from unstructured 

Afan Oromo text. To this end, we come up with 
architecture of the system, based on which 

different techniques and methods are used. Our 

proposed system for ontology learning from 

unstructured text is divided into four modules or 
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stages, which is shown in the following figure.1 

ststage, Pre-processing stage is the stage where 
different NLP processing techniques is 

performed. For our case we use shallow data 

processing. Some of the NLP processing 
techniques in our work include, Tokenization, 

Normalization, Removing stop word, POS 

tagging to make the data suitable for the next 

stage as input. In order to perform the pre-
processing task we are using GATE Framework.                                           

2ndstage, Candidate term extraction (term 

extraction) it can be performed by simply 

extracting the candidate terms by using the 

JAPE and Gazetteer developed. 3rdstage, 
Relation Extraction between candidate terms is 

extracted for the purpose of generating Triple 

statements in subject-predicate-object format. It 
is performed by using machine learning and 

patterns. 4th stage, annotates terms and 

relations, then transform the annotated terms in 

to Ontological Concepts and Relationships and 
lastly construct the ontology for the given 

domain.

 

To conduct the procedure with a better 

performance, the process working of this study 

has been consisted the following sub sections. 

Pre-Processing 

Preprocessing is the task of ensuring the corpus 

a suitable state for the information extraction 
methods to be effective, and annotating the 

corpus with linguistic features needed by certain 

information methods. The sub process of 

preprocessing, each one can perform specific 
function to make data suitable for the next stage 

and to construct ontology. 

Preparing Corpus 

Corpus preparation is one of the most required 

steps in our approach. Shortly corpus or corpora 

is a collection of documents in specific domain. 

We have collected documents that are nearly 

related the domain genealogy of Oromo (Hidda 

Latiinsa Oromoo). We collect the document 
from book like, Seenaa Oromoo Hanga Jaarraa 

16ffaa, website and also by making interview 

with some oromo scholars. Interviewing is 
required for checking our datasets collected 

from different sources. 

Candidate Term Extraction (Term Extraction) 

Term extraction is an automatic method of 
analyzing text in order to identify candidates 

which fulfill the criteria for terms to be a 

candidate term. One of the best ways is through 
NER. A named entity (NE) is a word or phrase 

that contains the name of: person, location, an 

organization, date, amounts of money, number, 
percent, nationality, product wars, and quantity. 
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For example, in the sentence “Ilmaan Baarentuu 

Oromiyaa fi naannoo biroo keessatti baayyinaan 
argamu” contains two named entities 

“Baareentuu” which is person and “Oromiyaa” 

which is location. To extract the candidate term 
we proposed a simple integration between 

lexical resources with some rule based system.  

For our proposed term extraction, we use 

Gazetteers as linguistic knowledge where they 
are able to detect complex entities, and then we 

enhance detected entities with rules. 

Relation Extraction 

The relation to be extracted is the taxonomic 

relations rather than non-taxonomic relations. 

The relations that we are going to extract are 
relations between entities, such as parents 

(families). Extraction rules capture taxonomic 

relations by identifying specific lexical elements 

in a text, such as keywords, although extraction 
rules can be defined following regular 

expression, like GATE‟s Java Annotation 

Patterns Engine (JAPE) [52].A hyponymy 
relation between two entities NP0 and NP1 refer 

to membership relations in the form NP0 is a 

(child of) NP1, where (child of) is one of the 

taxonomic relation categories such as “Ilma”, 
dhale, dhalche, dhalfate, guddifate ,kan, damee 

or “ka”. 

Transforming To Ontological Concepts and 

Relationships 

Now that concepts and taxonomic relations have 

been identified, it is possible to produce an 
explicit representation in ontological form. The 

representation of the knowledge using instances 

extracted and annotated from text is important 
task in ontology construction. We formulate 

conceptual classes, instances and their 

relationships to represent this information using 
existing Resource Description Framework 

(RDF). The motivation behind RDF 

representation is it enables the possibility of 

complex querying on the extracted information. 
We represent knowledge as subject-predicate-

object triples. Subjects are resources and 

extracted as concepts, predicates are taxonomic 
relations, and objects are resources and 

extracted as concepts.  

IMPLEMENTATION AND EXPERIMENTAL 

RESULTS 

In this paper, an experiment is made to construct 
Domain Ontology from unstructured Afaan 

Oromo text. The main goal of this chapter is 

exploring the possibilities of learning domain 

ontology system from unstructured Afaan 
Oromo text by using hybrid techniques. In this 

paper, the researcher describes the source of 

data as well as the techniques that have been 
used in preprocessing the data. The system 

training parameters and processes and learning 

algorithm are also presented. Test results are 
then presented and discussed.  

Remove Stop-Word 

While developing the rule it is easy to handle 

the stop-words simply by adding to the rule the 
following command if it is not required in our 

process.

 

Figure8.  stop_word sample 
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POS Tagging 

 

Candidate Term Extraction (Term Extraction) 
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Relation Extraction 

 

Transforming To Ontological Concepts and 

Relationships 

In order to transform the candidate term and 

relations to ontological concepts and relations 
we developed a JAPE rules. 
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Automatic  ontology  building  evaluation  is  a  

hard  task  because  it  is  sometimes difficult to 
find triples for a given document or set of 

documents and usually depends on human 

experts. To the knowledge of the researcher, 
there is no previous research made regarding 

Afan Oromo ontology learning with which a 

comparison can be made.  

The performance of modules in ontology 
learning system depends on different factors, 

such as: The corpus used the performance of 

NLP tools used and the nature of the language 
itself:   

However in order to see performance of 

proposed approach of automatic domain 
ontology learning from unstructured Afan 

Oromo text of genealogy of Oromo domain; we 

used two methods for performance evaluation: 

human expert review and protégé application. 

 

Figure18. The ontology asserted hierarchies without any inconsistencies. 

CONCLUSIONS AND RECOMMENDATION 

This  research  focused  on  methods  for  
automatic  ontology  learning  from  

unstructured  Afan Oromo  texts  and  we  

proposed  different  methods  to  be  applied  at 

different  layers  in ontology  development  
process. Starting from developing a JAPE 

Grammar rule we used in our process. Pre-

processing tasks is  performed first on the 
corpus  then   Extracting  all  possible concepts  

that  are  believed  to describe  a  domain  and 

then the  concept hierarchy or  taxonomy of 
concepts is constructed , finally the ontology is 

learned. 

For  evaluation  purposes,  the  three  common  

effective  measures  were  used; Recall,  

Precision  and  F-measure. The results of 

annotation achieve satisfactory results for all 

terms and taxonomic relation extractions. Recall 

of 96.9%, precision of 93.76% and f-measure of 

95.3%, for extracting candidate terms. And if we 

use the protégé for the evaluation of whether or 

not one class is a subclass of another class, it 

shows the result in the figure 18 above. Using 

the approach overcomes the problem of the 

manual construct ontology from Afan Oromo 

documents. This means saving time and 

overcome difficulties with the manual process. 

During  the  course  of  this  research, we  able  

to  find  some  portions  that  require  further  

improvements  that we recommend as future 
work. Some of them are as follows:- 



Automatic Domain Ontology Learning From Unstructured Afaan Oromo Text 

25       International Journal of Research Studies in Science, Engineering and Technology V7 ● I12 ● 2020 

In future work, we recommend linguists to 

enhance the gazetteers and explore the 
possibility of improving the system with adding 

more lists. There is also a space for improving 

the grammatical rules implemented within the 
rule-based component through analyzing the 

hybrid system‟s output in a way to automate the 

enhancement process. 

Our  work  is  limited  to  recognizing  concepts  

and  the  relations  among them  (Taxonomic),  

but  the  ontology  could  be  much improved  if  

different  attributes  and instances  of  those  

concepts  and relations  are  included. And also 

based on the type data used the non-Taxonomic 

should also included  

The theoretically discussed advantages of 

ontology can also be shown by developing a 

system that uses an ontology input and prove the 

advantages. 

Extending  the rules  that  are used in extracting 

taxonomic  relations  to be used as a basis  for  

more  specific  relations  and  properties  at  the  

level  of  OWL  such  as symmetric/ 

asymmetric, cardinality, disjointness to name a 

few. 
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