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INTRODUCTION 

The concrete utilization of hydraulic cement has 

increased rapidly over the years. About 7% of 
the global CO2dischargesemanate from the 

manufacturing of cement most especially in the 

production of clinker [1].A reduction in the usage of 
cement in concrete is necessary to limit the 

emissions of CO2into the natural environment. The 

utilization of pozzolanic materials will lessen the 

applications of hydraulic cement in concrete. The 
application of cement in concrete will be lessen by 

the use of artificial or industrial pozzolans like fly 

ash, Ground Granular Blast Furnace Slag (GGBS), 
silica fume, etc. as replacement materials to cement 

[2].The common practice nowadays is the 

utilization of pozzolans like fly ash in concrete 
manufacture. 

Coal-based thermal power plants generate most 

of the fly ash [3]. High cost is involved to generate 

electricity through thermal plants relative to other 
power generation sources such as renewable energy 

sources etc. Enormous volume of CO2 discharges is 

generated into the atmosphere by the thermal power 
plants. A lot of damage is caused as a result of fly 

ash production. Hence, the need to source for the 

use of harmless natural pozzolanic materials 

becomes necessary. Limited investigative studies 

were carried out by researchers in the replacement 
of cement in concrete by the application of 

bentonite. Bentonite is an environmentally harmless 

pozzolanic material that does not constitute an 

adverse effect on the environment [4]. Bentonite is 
an inorganic clay which displays slight swelling 

characteristics and conforming to pozzolanic 

behavior requirements [5]. According to Alkaya 
and Esener [6], bentonite isused in areas such as 

foundry bonds, drilling fluids, adhesives, 

adsorbents, ceramic and bleaching earths, etc. 

Mirza [7] experimented on bentonite substitution of 
cement in concrete. Sufficient studies were 

conducted by various researchers across the 

globe. Experimental outcomes showed certain 
trends associated with the application of bentonite. 

S.Targan et al. [8] submitted that the partial 

substitution of cement by bentonite resulted in the 
hastening of the cement setting time. Bentonite 

consists of metakaolin clay, a clay that had passed 

through the process of heat to form a powder and 

comprises an elementary material called 
montmorillonite which influences its properties. 

One of the finest extensive clays is bentonite 
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which is usually adopted as a grease for piles 

insertion in bore wells and footings. Bentonitic 
clay can be applied as a binder due to its 

conformity to the pozzolanic characteristics [9]. 

Common examples of bentonite are sodium 
bentonite, calcium bentonite, and potassium 

bentonite, etc. Karthikeyan et al. [10] investigated 

the application on a partial substitute of cement by 

bentonite in concrete. The possible influence on 
several strength parameters of the ordinary 

Portland cement concrete was assessed by partially 

replacing it with bentonite. The outcomes showed 
that bentonite performed poorly at the initial stages 

in terms of strength enhancement relative to the 

natural concrete specimens. The percentage 
replacement by weight of cement for a concrete 

mix of grade 25 was 0%, 25% 30%, and 35%. It 

was discovered that at 28-days for 30% bentonite 

replacement of cement, the compressive, splitting 
tensile, and flexural strengths attained 19.55%, 

2.72%, and 8.07% increase compared with the 

natural concrete. Also, at 28-day, 30% replacement 
of cement by bentonite gradually enhanced the 

flexural strength by 8.07%. the increment in the 

percentage replacement resulted in the decline 
in the compressive strength outside 35% as a 

result of the enhancement of the water-cement 

ratio by 23.3% relative to the natural concrete. 

The percentage extensions of the samples 
produced with partial replacement of cement by 

bentonite maintain allowable limits. Therefore, 

the materials satisfied the safety requirements 
for construction applications. It was also 

submitted that the durability and strength of 

concrete are improved with the use of bentonite. 

Bentonite is usually existing in numerous types 
and colors (e.g. greenish-brown and grayish-

green) according to a few researchers [11]. 

According to Reddy et al. [12], strength 
disparity was detected for a similar amount of 

bentonite mix. This was attributed to the 

different sources of bentonite assemblage which 
resulted in strength variations as stated by 

numerous researchers. One other limitation 

according to Poon et al. [13] is the influence on the 

reactivity of clay due to variation in its mineralogy. 
Simulating or optimization models built on 

investigational or laboratory experimental data can 

forecast with a satisfactory margin of error the 
impact of bentonite in the replacement of cement in 

concrete performance to enhance the cost 

efficiency, reduce the investigation time and 
quantity of material. Artificial neural networks 

as an example of such models is an artificial 

intelligence system which learns through 

instance and can be adopted in a case where are 

tasks and problem database.ANN has 

demonstrated to be of enormous solution to 
simulating complex and difficult processes to an 

acceptable level of accuracy. It is also an 

influential instrument that provides credible 
outcomes to difficult problems compared with 

the results provided by the use of normal 

methods including multiple regression models 

without overturning them [14].The input and the 
outputs variables are used in carrying the 

modeling without several limitations on the 

input values [15]. ANN has been displayed to 
model both nonlinear and intricate associations 

between variables influencing the compressive 

strength concrete comprising of silica and/or fly 
ash [16-19],the granulated blast furnace slag 

concrete compressive strength [20], the natural 

concrete compressive strength[21-28], the high-

performance concrete compressive strength [29] 
and the high strength concrete compressive strength 

[30]based on some published researches. Natural 

techniques for forecasting concrete compressive 
strength are predominantly numerical analysis 

dependent over which both the nonlinear and the 

linear regression calculations are developed for 
prediction [31]. Nevertheless, the selection of 

suitable regression calculation entails systemic 

approach and skill due to its complex nature. The 

goal of this study is to evaluate the possibility of 
using artificial neural networks in forecasting 

the compressive strength of concrete containing 

pulverized bentonitic clay (PBC) based on the 
data obtained from selected research works. 

ARTIFICIAL NEURAL NETWORKS 

The investigation of biological neural networks 
stirred up the concept of artificial neural networks 

and the ANN tool lead to a commanding instrument 

used in data mining purposes [17].ANN is modeled 
based on the human brain mechanisms. The 

development of this technique was founded on the 

composition of synapses and neurons of the human 

brain. The human brain consists of interrelated 
neurons transferring signals utilizing the synapses 

to one another. Artificial neural networks are 

corresponding and dispersed schemes made up 
of the normal processing components and the 

artificial neurons, which similarly compute exact 

arithmetic performances to the construction of the 
human brain resulting in an improved efficiency 

relative to the normal models [15]. 

ANN architecture consists of five primary 

components which are the inputs, weights, sum 
function, activation capacity, and outputs. Data 

sources are data that go into the neuron from 

different neurons or the outside world. The 
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weights display the impact of an information set 

or another procedure component. The sum 
function computes the impacts of the neuron 

inputs and weights completely [32], while the 

activation function analyses the clear input 
gotten from the sum function and establishes the 

output of the cell according to Haykin [33], the 

neuron is the component of data procedure in an 

artificial neural network, which comprises of: 

 Synaptic weights wkm duplicated assign xm in 

a neurotransmitter's input m associated with 

neuron k 

 A calculator that adds up the inputs, weighted by 

the particular neuron’s synapses, in which the 

contacts create a direct combination procedure. 

 An activation function f(.), that confines the 

neuron output amplitude. The scope of 

standardized output amplitude can be [0,1] or 
otherwise [1,1] as outputs from the tan axon 

function. 

 Bias, administered outwardly, denoted by bk, 

which raises or reduces the impact of the 

activation function. Fig. 1 Establishes how 
the data is managed over a solitary neuron. 

Arithmetically, a neuron k can be defined by 

the equations shown below: 

𝑈𝑘 =  𝑊
𝑘𝑚

 𝑋 𝑥𝑚                                                1  

And 

𝑦𝑘 =   𝑓 𝑢𝑘 + 𝑏𝑘                                           (2) 

x1, x2, ......xm constitute the inputs; wk1, wk2...wkm 

constitute the neuron weights k; uk constitutes 

the linear calculator outcome owing to inputs; bk 

constitutes the bias; f(uk + bk) constitutes the 

activation function; yk constitutes the outcome. 

 

Fig1. Artificial Neural model [33] 

In total, the hyperbolic tangent function in 
multilayer model remains the most adopted 

activation function. The outcome neuron is 

designed based on Eq. (3). 

𝑦𝑘 =   𝑓 𝑢𝑘 + 𝑏𝑘 
=  𝑡𝑔   𝛼.  𝑢𝑘
+ 𝑏𝑘                         (3) 

where 𝛼  is the constant parameter used to regulate 

the gradient of the semi-linear curve. The tan axon 

function characterized by Eq. (3) regulates 
outcomes on the intermission [1,1]. 

Nascimento Jr. and Yoneyama [34] submitted 

that a linear function exists which is the modest 
calculational part where the bias can be construed 

as additional weight approaching from a compo-

nent whose outcome is continually 1 as denoted 
by the Eq. (4). 

𝑦𝑘 =   𝑓 𝑢𝑘 + 𝑏𝑘 =   𝛼.  𝑢𝑘 + 𝑏𝑘                 (4) 

ANN modeling establishes the data flow and 

network-style or architecture. This may 
comprise a solitary layer or multilayer according 

to Kewalramani et al. [27]. An input layer, 

hidden or not hidden layer and an outcome layer 
are presented in the architecture of ANN. The 

network construction relates to a feed-forward 

network i.e. the outcomes are dependent on the 

present inputs only as regards the data movement 
[15]. The ANN structure that employs multilayer 

architecture and offers feed-forward data flow 

remains a frequently technique. It is applied in 
virtually all spheres involving artificial intelligence 

concept [21]. The two analyzing phases 

representing a very diverse period of the process 
which are involved in the neural network and are 

used at varying operation points are the training 

and testing respectively [14]. The suitable 

training technique produces weights adjustments 
[35]. Supervised methods that employ the delta rule 

as an algorithm and its overview of multilayer 

networks that constitute the back-propagation 
algorithm remain the most frequently used training 

procedures [15]. The gradient fall method to limit 

the fault for a definite training design through the 
weights’ modifications by a little quantity per time 

is the back-propagation algorithm. The weight 

which may comprise vital information after training 

is haphazard and meaningless before training 
[35].The weights signify the level of impact that 

the individual input variable displays as regards 

the output variable. How the system responds to 
an input with the original construction not being 

affected constitutes the testing procedures [14]. 

Feed-Forward Networks 

The neurons are organized in layers, and all the 
neurons in the respective layer consists of 

networks tothe entire neurons in the subsequent 

layer in a feed-forward neural network [36]. 
Still, there is no linking among neurons of the 
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similar layer or the neurons not in succeeding 

layers. The feed forward network comprises a 
single input layer, one or two hidden layers, and 

one output layer of neurons [37]. 

Linked with the individual joining amid these 
artificial neurons, a weight worth is expressed to 

epitomize the joining weight [36]. Fig. 2 displays a 

characteristic construction of a multilayer feed-

forward neural network consisting of an input layer, 
dual hidden layer, and an outcome layer. The input 

layer accepts input data and forwards it on the 

hidden layer(s) neurons, which then relay the 
info towards the output layer. The forecast of 

the net for the matching input is provided at the 

input nodes. The Individual neuron in the network 
acts similarly as shown in Eqs. (5) and (6). There 

exists no consistent technique for determining the 

quantity of neural components essential for a 

specific challenge. This is determined according to 
knowledge and limited trial is mandatory to 

regulate the greatest arrangement of the network 

[37]. The multilayer feed-forward kind of 
Artificial neural networks as shown in Fig. 2 is 

adopted in this study. The inputs and output 

variables are regularized within the range of 0–1 
in a feed-forward network. 

 

Fig2. A characteristic construction of a multilayer 

feed-forward neural network [38] 

(𝑛𝑒𝑡)𝑗 =  𝑤𝑖𝑗

𝑛

𝑖=1

𝑜𝑖 + 𝑏                                      (5) 

𝑜𝑗 = 𝑓(𝑛𝑒𝑡)𝑗 =
1

1 + 𝑒−∝(𝑛𝑒𝑡 )𝑗  
                         (6) 

The Back-Propagation Algorithm 

Back propagation algorithm is a slope descent 

method to diminish the error for a specific 

training outline in which it regulates the weights 
by a slight quantity at a period as one of the 

most famous training algorithms for the multilayer 

perceptron [39-41]. The network error is 

transmitted rearward from the outcome layer to the 
input layer, and the weights are regularized 

through few training tactics to lessen the 

network error to a satisfactory grade [42]. The 
r

th
 example error is computed by Eq. (7): 

𝐸𝑟 =
1 

2
 (𝑡𝑗
𝑗

− 𝑜𝑗 )2                                           (7) 

Here tj is the outcome anticipated at neuron j 

and oj is the output forecast at neuron j. The 

outcome oj is a function of synaptic power and 
outputs of the preceding layer as offered in Eqs. 

(5) and (6) [37]. 

The training comprises varying the weights to 
diminish this error function in a slope descent 

method. The error amid the network outcome and 

the favorite outcome quantities is computed by 

utilizing theso-called general delta rule in the back-
propagation stage, [43], and weights between 

neurons are restructured from the output layer 

towards the input layer by Eq. (8) [44]. 

𝑤𝑖𝑗  𝑚 + 1 =  𝑤𝑖𝑗  𝑚 + 𝜂 𝛿𝑗 + 𝑜𝑗  + 𝛽𝑤𝑖𝑗  𝑡     (8) 

Here, 𝛿𝑗 is the error sign at a neuron j, oj is the 

neuron j outcome, m is the iteration figure, and 

𝜂, 𝛽are termed training proportion and motion 

proportion, individually. 𝛿𝑗 in Eq. (8) can be 

computed by utilizing the error function Er 

fractional derivative in the output layer and 
another layer, correspondingly, by Eqs. (9) & 

(10) [37,44] 

𝛿𝑗 = 𝑜𝑗 𝑡𝑗 − 𝑜𝑗  1− 𝑜𝑗                                     (9) 

𝛿𝑗 = 𝑜𝑗  1− 𝑜𝑗   𝛿𝑘
𝑘

𝑤𝑘𝑗                                         (10) 

Now, the kth layer refers to the higher level of 

the jth layer [44]. The processes above are 

recurrent for the respective instance and all the 
neurons till an acceptable junction is attained for the 

entire samples available for the training set [37]. 

The learning procedure is effectively accomplished 
after the iterative aspect has joined. The linking 

weights are taken from the skilled network, to 

apply them in the recollection stage [44]. A 

multilayer feed-forward network is implemented 
for training resolve for the current investigation. 

A back-propagation algorithm is applied to 

lessen the error. 

Neural Network Model 

A multilayer feed-forward neural network 

consisting of back-propagation algorithm was 
utilized in this study. The nonlinear sigmoid 

function was adopted in the concealed layer and 

the cell outcomes at the output layer. A 

multilayer artificial neural network construction 
was created. The age (AG), cement content (C), 
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water (W), natural coarse aggregate (NCA), natural 

fine aggregate (NFA), water-cement ratio (W/C), 
and fineness modulus of cement (FM) constituted 

the input variables while the compressive strength 

(fc) value was adopted as the output in training and 
testing of the ANN established with a single 

architecture as observed in Fig. 3; a single hidden 

layer was carefully chosen. In the hidden layer, ten 

neurons were chosen based on its least absolute 
percentage error standards for training and testing 

data sets. Additional details concerning input 

and output parameters can be gotten from the 
research literature [10,12]. The limiting values 

of input and output parameters adopted in the 

ANN model are enumerated in Table 1.The 
neurons of adjoining layers are completely 

interrelated by weights in the ANN model. 

Lastly, the outcome layer neuron yields the 

network forecast as a consequence. Momentum 
and learning rate values were established for the 

model which was trained through repetitions. 

The quantities of parameters used in ANN are 
specified in Table 2. The skilled model was 

solitary tested with the input quantitates and the 

results generated were near experimental outcomes. 

 

Fig3. ANN Architecture used in the study

Table1. Parameters adopted in the Artificial Neural Network model 

 

Table2. 

 

Data applied in training and testing of the  model

Min. Max.

Input variables

3 28

288.34 447.00

191.50 197.00

902.73 1180.40

537.27 671.86

0.43 0.66

4.50 8.00

Output variable

8.00 39.89

Fineness modulus of cement (%)

Compressive strength (MPa) 

Age of sample (Day)

Cement (kg/m
3
)

water

Natural coarse aggregate(kg/m
3
)

Natural fine aggregate(kg/m
3
)

water/cement ratio

The values of parameters used in the model

ANN  model

7

1

10

1

0.7

0.3

0.0002

50

Number of output layer neuron

Momentum rate

Learning rate 

Error after learning

Learning cycle

Parameters

Number of input layer neurons

Number of hidden layer

Number of hidden layer neurons
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Table3. Testing data sets for assessment of investigational outcomes with testing outcomesforecast from model 

 

RESULTS AND DISCUSSION 

The error established throughout the training 

and testing in the ANN model in this study is 

stated as a root-mean-squared (RMS) error and 

is computed by Eq. 11 [40, 41] 

𝑅𝑀𝑆 =  
1

𝑛
  𝑡𝑖

 

𝑖

−  𝑜𝑖 
2 .                                          (11) 

The mean absolute percentage error (MAPE) 

and the absolute variance fraction (R
2
), and) are 

computed using Eqs. (12) and (13), respectively 
[40,41,45,46] 

MAPE =    
𝑡𝑖 − 𝑜𝑖
𝑜𝑖

  ∗ 100,                                     (12) 

𝑅2 = 1 −   
  𝑡𝑖 − 𝑜𝑖 

2
𝑖

  𝑜𝑖 
2

𝑖

 .                                      (13) 

Now, t is the target value, o is the outcome value, n 

is the number of examples in the data set. 

Numerous investigational data from two 

dissimilar bases [10,12] are deployed in the 
training and testing of the ANN model. 200 data 

of experiment outcomes were used for the study 

out of which 70% was used for training, and 

15% each for validation and testing respectively. 

The activation function and the training algorithm 

adopted are the sigmoid function and Levenberg-

Marquardt respectively. The arrangement is 
realized using the MATLAB ANN tool kit. The 

selection of the network as regards the number of 

neurons in the hidden layer is built on the 

distribution of the error on the zero error and the 
network performance value. The number of 

neurons with less lopsidedness of the error 

histogram and with the best output value was 
carefully chosen to be the characteristic network. 

All results gotten from experimental studies 

[10,12] i.e. regression of plots, performance 
evaluation, and forecast by utilizing the training 

and testing outcomes of ANN model 3, 7, and 

28 days fc were specified in Figs. 4 and 5. The 
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linear least-squares fit line, its calculation and 

the R
2
quantities were revealed for the training 

validation and testing data in these figures. 

Similarly, inputs quantities and investigational 

outcomes with testing outcomes gotten from the 
ANN model were specified in Table 3.The 

values found from the training and testing in the 

ANN model are very nearer to the experimental 

outcomes. The testing stage result in Figs. 4 & 5 
displays that the ANN model can generalize 

between input and output parameters with 

sensibly decent forecasts and minimum error 
margin. 

The statistical data of the multiple R, fraction of 

variance (R
2
), forall cases of training, validation, 

and testing were given as 0.9387and 0.8813 

respectively as shown in Figs. 4 & 5. The Root-

Mean Square (RMS), Mean Absolute 

Percentage Error (MAPE), and the Variance 
fraction (R

2
) were also computed for all cases 

using equations 11, 12, and 13 respectively and 

the results are displayed in Table 4. 

Table4. The fc numerical values of the projected 

ANN model 

 

 

Fig4. The regression of plots of training, validation, testing and all 

 

Fig5. Evaluation of fc experimental outcomes with training outcomes of ANN model 

Numerical Values

Fraction of Variance-R
2

Multiple R
0.9387

Root Mean Square-RMS

Mean Absolute Percentage Error-MAPE (%)

0.8813

2.8331

6.36

ANN- (All cases of Training, 

Validation and Testing)

y = 0.867x + 2.6385

R² = 0.8813
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Fig6. Performance evaluation of the training, validation, and testing

All of the arithmetical data in Table 4 confirm 

that the projected artificial neural network model is 

appropriate and forecast the 3, 7, and 28 days fc 

values very near to the investigational values. Best 

validation performance is 0.10382 at epoch 0 as 

shown in Fig.6. 

CONCLUSIONS 

ANNs are proficient in learning and simplifying 

from instances and practices. These enable 

artificial neural networks an influential instrument 

for resolving certain complex civil engineering 
difficulties. In this work, these helpful properties of 

artificial neural networks of a two-layer multilayer 

architecture were used to predict the 3, 7, & 28 days 
compressive strength values of concretes 

comprising of bentonite without trying any 

experiments. In the model created, a multi-layered 
feed-forward neural network with a back-

propagation algorithm was applied consisting of 

seven neurons in a single input layer, ten 

neurons in a single hidden layer and one neuron 
in a single output layer. The model was trained 

with input and outcome data. The 3, 7, and 

28days compressive strength values of concretes 
containing bentonite was created by utilizing 

only the input data in the trained model. The 

compressive strength quantities forecast from 
training and testing, for the ANN model, are 

very close to the experimental outcomes as 

shown by the statistical parameters of RMS, R
2
, 

and MAPE computed for comparing investigational 
outcomes with artificial neural networks model. 

Consequently, compressive strength values of 

concretes comprising of bentonite can be forecast in 
the multilayer feed-forward artificial neural 

networks model without performing any 

laboratory tests in a fairly quick time with low 

error margins. This shows that the multilayer 
feed-forward artificial neural networks are 

realistic procedures for forecasting compressive 

strength of concrete comprising of bentonite. 
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