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Abstract: This paper considers a cloud computing setting in which similarity querying of metric data is 

outsourced to a service provider. The data is to be revealed only to trusted users, not to the service provider or 
anyone else. Users query the server for the most similar data objects to a query example. Outsourcing offers the 

data owner scalability and a low-initial investment. The need for privacy may be due to the data being sensitive 

(e.g., in medicine), valuable (e.g., in astronomy), or otherwise confidential. Given this setting, the paper 

presents techniques that transform the data prior to supplying it to the service provider for similarity queries on 

the transformed data. Our techniques provide interesting trade-offs between query cost and accuracy. They are 

then further extended to offer an intuitive privacy guarantee. Empirical studies with real data demonstrate that 

the techniques are capable of offering privacy while enabling efficient and accurate processing of similarity 

queries. 
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1. INTRODUCTION  

Advances in digital measurement and engineering technologies enable the capture of massive 

amounts of data in fields such as astronomy, medicine, and seismology. The effort for data collection 

and processing, as well as its potential utility for research or business, create value for the data owner. 

He wishes to store them and allow access by himself, colleagues, and other (trusted) scientists or 

customers. Cloud computing services enable individuals and organizations to outsource the 

management of their data with ease and at low cost, even if they lack IT expertise. Cloud computing 

enables scalability with respect to storage and computational resources as the number of service 

requests grows, without the need for costly investments in hardware and maintenance. Consider the 

example of a real-estate company that owns a large database with descriptions of properties and their 

locations. The company (i.e., the private data owner) wishes to allow authorized users (e.g., paying 

customers) to query for properties situated within a certain geographical region. To save on hardware 

investments and maintenance costs, the data owner outsources the management of its dataset to a 

service provider (SP) that specializes in data storage and query processing. However, the SP may not 

be fully trusted, and could sell the data to a competitor. Furthermore, even if the SP is trusted, a 

malicious attacker can compromise the SP and gain unauthorized access to the data. To prevent such 

attacks, the data owner first encrypts the dataset according to a secret transformation and then uploads 

the encrypted data to the SP. Only authorized users who know the transformation are able to learn the 

property locations.  

This can be supported by outsourced servers that offer low storage costs for large databases. For 

instance, outsourcing based on cloud computing is becoming increasingly attractive, as it promises 

pay-as-you go, low storage costs as well as easy data access. However, care needs to be taken to 
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safeguard data that is valuable or sensitive against unauthorized access. In this context, we call any 

item in a data collection an object, individuals with authorized access query users, and the entity 

offering the storage service the service provider. We illustrate the sensitivity issues with several 

scenarios. First, consider space programs such as the NASA Apollo program on the Earth’s Moon1 or 

the ESA Mars Express2 that collect scientifically valuable and rare data. The NASA data is known to 

be private before it is released to the public. For example, time series data is collected from sensors to 

study the atmosphere’s density. Such data is usually analyzed by the scientists involved in setting up 

the instruments, prior to being made available to the general community. At the early stage, access is 

restricted to authorized scientists for first analysis, because of the substantial efforts invested in 

building, testing, and deploying instruments, and in refining the data prior to use. Such valuable data 

needs protection when outsourced, to ensure that the investments by scientific groups are decently 

rewarded. To analyze the data, authorized scientists may search for similar patterns in collected time 

series, such as certain daily or hourly sub-sequences that indicate interesting phenomena. In this 

scenario, time series can be represented as vectors of values in chronological order. At query time, a 

user specifies an example time series q and wishes to obtain those time series most similar to q; the 

system then retrieves the time series p in the database with the minimum distance to q. As a second 

scenario, consider biologists analyzing DNA microarray data to understand the functioning of genes 

or gene groups, for instance from the Stanford Microarray Database3.A DNA microarray is a matrix 

obtained by subjecting gene samples (rows in the matrix) to different experimental conditions 

(columns in the matrix). Genes that follow the same expression pattern on all or a subset of the 

experiments might be part of a common control mechanism. For a given gene, its expression values 

form a query vector. Biologists query the database of experiments to identify those genes that are 

most similar to this specific expression pattern and that are therefore most likely to be linked to this 

gene. Generating DNA data is very costly due to the material and time invested. 

2. RELATED WORK AND EXISTING MODEL 

2.1 Related Work 

Indexing and NN Search in Metric Space 

We review metric indexing because our proposed methods provide metric indexing on the server for 

efficient processing. The R*-tree and the X-tree are well-known disk based indexes for multi-

dimensional objects, where each object is modeled as a vector of coordinate values. Complex data 

objects (e.g., DNA sequence, time series) cannot be effectively represented by coordinate values. 

Instead, we model them in metric space, where a (black-box) distance function dist(pi; pj) is used to 

compute the dissimilarity between objects pi and pj . The distance function dist(_) is said to be a 

metric if it satisfies symmetry, non-negativity, and the triangle inequality. Interested readers are 

referred to two excellent surveys , on metric space indexing. In this section, We only describe three 

representative indexing methods for a set P of metric space objects. They are the vantage-point tree 

(VP-tree),the multi-vantage-point (MVP-tree), and the M-tree. 

The VP-tree is a binary tree built on P by utilizing the mutual distances among the objects in P. First, 

we choose an arbitrary object a 2 P as the root object, and then we determine the median distance r 

among the distances dist(a; p) from a to the objects p 2 P. Each object p 2 P satisfying dist(a; p) _ r is 

inserted into the left subtree of a, whereas the others are inserted into the right subtree of a. The tree is 

built in a top-down manner by applying the above construction procedure recursively to the subtrees 

of a. The MVP-tree is an extension of the VP-tree, so that each index node stores two anchor objects 

and has m2 subtrees (m being a parameter). The VP-tree (and MVP-tree) supports insertion/deletion 

of objects at the risk of an unbalanced tree. 

The most popular metric space index is the M-tree (and its variant) due to its efficient support of 

object insertion/deletion. Each index entry e stores a minimum bounding sphere consisting of  
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(i) an anchor object e:a as the sphere center,  

(ii) a covering radius e:r = maxfdist(e:a; p) j p 2 sub(e)g as the maximum distance from e:a to any 

object in the subtree of e. In addition, the entry stores  

(iii) a pointer to its child node 

Given a query object q and a set P of objects, the nearest neighbor (NN) query retrieves the object p 2 

P such that dist(q; p) is minimized. The best-first paradigm is the state-of-the art method for 

performing NN search on a hierarchical metric space index (e.g., the M-tree). Given a query object q 

and an index entry e, the function mindist(q; e) is used to compute the (conservative) minimum 

distance between q and any object indexed by the subtree of e. The best-first search employs a min-

heap H for organizing its encountered entries in ascending order of mindist(q; e). Initially, the entries 

in the root node of the tree are inserted into H. When an index entry e is deheaped from H, we access 

its child node and insert all entries of the node into H. The first object p that is deheaped from H, is 

guaranteed to be the NN of q. 

Hashing techniques have also been proposed to answer the NN query efficiently. These techniques do 

not guarantee exact NN retrieval, but they return objects close enough to the NN in practice. The 

locality-sensitive hashing technique (LSH) is specifically designed for the Lx norm in the 

multidimensional space Rd; it is inapplicable to arbitrary metric spaces (e.g., edit distance over the 

domain of strings). 

The distance-based hashing technique (DBH) is an extension of LSH for metric spaces. It takes as 

input two parameters:  

 

i) the number A of bits, and  

ii) the number C of hash tables. Let HT j be the j-th hash table, for indexing objects p 2 P based 

on their A-length bitmaps BMj(p). To compute the i-th bit of the bitmap BMj(p), we pick two 

anchor objects ai; bi 2 P, and define the projection function as:  

 

 

 
 

 

Then, we determine the value ri as the median value of PJF ai;bj (p). The i-th bit of BMj(p) is set to 0 if 

PJF ai;bi (p) _ ri; otherwise, the bit is set to 1. 

During the construction phase, we insert each object p 2 P into the hash table HT j according to the 

bitmap BMj(p).This step is repeated for all C hash tables. At query time, the user requests the hash 
table HT j to return all objects having the same bitmap as the bitmap BMj(q) of the query object q. 

Again, this step is repeated for all hash tables and eventually the closest of them (to q) is reported as 

the result. 

Nevertheless, DBH has two limitations. First, it is possible that no hash table HT j contains any object 
with the same bitmap as the query bitmap BMj(q), leading to an empty result. Secondly, once the 

DBH structure is built (i.e., values of A and C are fixed), its query accuracy cannot be dynamically 

optimized by the user. We will address the above problems by developing a flexible hashing 
technique in that 

(i)   prevents empty results, and  

(ii)  allows the user to boost the query accuracy online by trading off communication cost. 

PJF ai;bi (p) = dist2(p; ai) + dist2(ai; bi) – dist2(p; bi)

  

                                           2 .dist(ai; bi). 
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2.2 Existing Model 

2.2.1 Brute Force Algorithm 

This brute-force solution is the one we mentioned in the Introduction. In the offline construction 

phase, the data owner applies conventional encryption (e.g., AES) on each object and then uploads 

those encrypted objects to the server. At query time, the user needs to download all encrypted objects 
from the server, decrypt them and then compute the actual result. As mentioned, it is perfectly secure, 

but its query and communication cost are both prohibitively high, and pay-as you- go is not supported 

. In computer science, brute-force search or exhaustive search, also known as generate and test, is 
a very general problem-solving technique that consists of systematically enumerating all possible 

candidates for the solution and checking whether each candidate satisfies the problem's statement. A 

brute-force algorithm to find the divisors of a natural number n would enumerate all integers from 1 to 

the square root of n, and check whether each of them divides n without remainder. A brute-force 
approach for the eight queens puzzle would examine all possible arrangements of 8 pieces on the 64-

square chessboard, and, for each arrangement, check whether each (queen) piece can attack any other. 

While a brute-force search is simple to implement, and will always find a solution if it exists, its cost 
is proportional to the number of candidate solutions – which in many practical problems tends to grow 

very quickly as the size of the problem increases. Therefore, brute-force search is typically used when 

the problem size is limited, or when there are problem-specific heuristics that can be used to reduce 
the set of candidate solutions to a manageable size. The method is also used when the simplicity of 

implementation is more important than speed 

2.2.2 Anonymization-based Solution (ANONY) 

This anonymization-based solution achieves data privacy by means of k-anonymity — the objects are 

generalized in such a way that each generalized object cannot be distinguished from k -1 other 

generalized objects. In the context of similarity search, it is able to confuse the ranking of transformed 

objects because k-1 of them have the same rank as the transformed object of the actual nearest 

neighbor. Thus, we still consider this solution as a competitor, even though k-anonymity is not a 

suitable privacy guarantee for our applications. 

In the offline construction phase, the data owner applies a K-D tree partitioning technique on the 

dataset to obtain disjoint buckets such that each bucket contains at least k objects. For each bucket e, 

the data owner uploads to the server:  

(i) e.MBR, the minimum bounding rectangle (MBR)of all objects inside the bucket and  

(ii) encrypted strings of the tuples assigned to that bucket. 

Let mindist(q; e:MBR) and maxdist(q; e:MBR) represent the minimum and maximum distance from 

the query object q to e:MBR (the MBR of the bucket e). At query time, the query user first obtains the 

MBRs of all buckets from the server, then computes the maximum distance from q to each bucket, 

and determines the smallest maximum distance (say, x= mine maxdist(q; e)). Next, the query user 

requests from the server all encrypted tuples from buckets e that satisfy mindist(q; e) <= x . 

Eventually, the query user decrypts those tuples in order to obtain the actual result. 

Observe that the anonymization technique of LeFevre et al. is applicable only to multi-dimensional 

data. For arbitrary metric space data, the clustering-based anonymization technique of Aggarwal et al. 

can be applied. It represents each bucket as a minimum bounding sphere MBS) consisting of an 

anchor object and a covering radius, similar to M-tree index entry as described in Indexing and NN 

search in metric space. 

The above anonymization-based solution has two limitations.First, the MBRs/MBSs of the buckets 

contain substantial empty space, due to the curse of dimensionality. Thus, the derived upper NN 

distance bound x can be loose, triggering a large number of buckets to be retrieved. Second, the 

solution still allows the server to know the MBRs/MBSs of the buckets,which are located in the same 

http://en.wikipedia.org/wiki/Computer_science
http://en.wikipedia.org/wiki/Divisor
http://en.wikipedia.org/wiki/Natural_number
http://en.wikipedia.org/wiki/Eight_queens_puzzle
http://en.wikipedia.org/wiki/Heuristic_(computer_science)
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space as the original objects.In contrast, our proposed methods in Section MPT and FDH do not 

permit the server to know any information in the original space; the anchors are converted to IDs and 

distance information is transformed to numbers or bitmaps. 

R-tree; however, no solutions were proposed for the NN query on those encrypted indexes. 

3. MODULES 

3.1 Outsourcing Data 

It consists of three entities: a data owner, a trusted query user, and an untrusted server. On the one 

hand, the data owner wishes to upload his data to the server so that users are able to execute queries 

on those data. On the other hand, the data owner trusts only the users, and nobody else (including the 

server). The data owner has a set P of (original) objects (e.g., actual time series, graphs, strings), and a 

key to be used for transformation. First, the data owner applies a transformation function (with a key) 

to convert P into a set P0 of transformed objects, and uploads the set P0 to the server . The server 

builds an index structure on the set P0 in order to facilitate efficient search. In addition, the data 

owner applies a standard encryption method (e.g., AES) on the set of original objects; the resulting 

encrypted objects (with their IDs) are uploaded to the server and stored in a relational table (or in the 

file system). 

3.2 Nearest Neighbor Query 

In this module, our research objective is to design a transformation method that meets the following 

requirements: 

1) Even in the worst case where the attacker knows the inverse of the transformation function, the 

attacker can only estimate the original object p from the transformed object p’ with bounded 

precision. 

2)  It enables high query accuracy. 

3) It enables efficient query processing in terms of communication cost. 

4) It supports the insertion and deletion of objects. 

A. Brute-force Secure Solution (BRUTE):- 

 

     This brute-force solution is the one we mentioned in the Introduction. In the offline construction phase, the 

data owner applies conventional encryption (e.g., AES) on each object and then uploads those encrypted objects 

to the server. At query time, the user needs to download all encrypted objects from the server, decrypt them and 

then compute the actual result. As mentioned, it is perfectly secure, but its query and communication cost are 

both prohibitively high, and pay-as you- go is not supported. 

3.3  Anonymization - Based Solution (ANONY) 

This anonymization-based solution achieves data privacy by means of k-anonymity — the objects are 

generalized in such a way that each generalized object cannot be distinguished from k - 1 other 

generalized objects. In the context of similarity search, it is able to confuse the ranking of transformed 
objects because k - 1 of them have the same rank as the transformed object of the actual nearest 

neighbor. Thus, we still consider this solution as a competitor, even though k-anonymity is not a 

suitable privacy guarantee for our applications. 

4. PROPOSED WORK 

We introduce approaches that shift search functionality to the server. The proposed Metric Preserving 

Transformation (MPT) stores relative distance information at the server with respect to a private set of 
anchor objects. This method guarantees correctness of the final search result, but at the cost of two 
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rounds of communication. The proposed Flexible Distance-based Hashing (FDH) methods finishes in 

just a single round of communication, but does not guarantee retrieval of the exact result. 

 

Fig- System Architecture 

4.1 Encrypted Hierarchical Index Search (EHI) 

This section presents a client algorithm, called encrypted hierarchical index (EHI), for performing NN 

search on an encrypted hierarchical index stored at the server. This method offers perfect data privacy 

for the data owner, but it incurs multiple communication round trips during query processing. In the 

literature, algorithms have been developed for processing range queries on encrypted B+-tree and 
encrypted R-tree; however, no solutions were proposed for the NN query on those encrypted indexes. 

 

 

Fig: Algo for searching indexes 

4.2 Metric Preserving Transformation (MPT) 

In this section, we develop a method, called metric preserving transformation (MPT), for evaluating 

the NN query. Unlike the EHI method, MPT incurs only 2 rounds of communication during the query 
phase. The basic idea behind MPT is to pick a small subset of the dataset P as the set of anchor 

objects and then assign each object of P to its nearest anchor. For each object p, we compute its 

distance dist( ai;p) from its anchor ai and then apply an order-preserving encryption function OPE on 

the distance value. These order-preserving encrypted distances will be stored in the server and utilized 
for processing NN queries. A function OPE : R !R is said to be order preserving if it guarantees that 

OPE( x) > OPE( x’) for any values x;x’ that satisfy x > x’. 
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Fig: Algo for Data-Owner 

 

 
 

Fig: Algo for Data-Client 

4.3 Flexible Distance-based Hashing (FDH) 

In this section, we propose a hashing-based technique, called flexible distance-based hashing (FDH), 
for processing the NN query. The main advantage of this technique is that the server always returns a 

constant-sized candidate set (in one communication round). The client then refines the candidate set to 

obtain the final result. Even though FDH is not guaranteed to return the exact result, the final result is 
very close to the actual NN in practice. 

 
Fig: Algo for Data-Owner 

 
Fig: Algo for Data-Client 
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5. SYSTEM DESIGN 

5.1 Data Flow Diagram 
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5.2  Use Case Diagram 
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5.3 Class Diagram 
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5.4  Activity Diagram 
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6. CONCLUSION 

Existing  solutions  either  offer  query  efficiency  at  no  privacy,  or  they  offer  complete  data  

privacy  while sacrificing  query efficiency.  It is attractive to be able to maintain data confidentiality 
with respect to untrusted parties, including the service provider. The paper presents methods to 

encode a dataset such that only authorized users can access the content, while the service provider 

―blindly‖ evaluates queries,without seeing the actual data.It is  important for  the  data  owner  to  
choose  an  appropriate transformation  method  that  best  matches  the requirements. We are 

proposing three transformation methods. The first method is encrypted hierarchical index search 

algorithms gives the final result multiple rounds of communication. The second method is Metric 
Preserving Transformation method guarantees correctness of the final search result, but at the cost of 

two rounds of communication.  The  third  proposed method  is  Flexible  Distance-based  Hashing  

methods finishes  in  just  a single  round  of  communication,  but  does not  guarantee  retrieval  of  

the  exact  result.  But actual result is very close to the exact result. This transformation methods 
achieve different trade-offs between the data privacy and query efficiency.  
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