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Abstract: Colorization is a process of adding a color to a gray scale image. In this paper, we formulate the 

colorization-based coding problem into an optimization problem, i.e., an L1 minimization problem. In colorization-

based coding, the encoder chooses a few representative pixels (RP) for which the chrominance values and the 

positions are sent to the decoder, whereas in the decoder, the chrominance values for all the pixels are reconstructed 

by colorization methods. The main issue in colorization-based coding is how to extract the RP well therefore the 
compression rate and the quality of the reconstructed color image becomes good. By formulating the colorization-

based coding into an L1 minimization problem, it is guaranteed that, given the colorization matrix, the chosen set of 

RP becomes the optimal set in the sense that it minimizes the error between the original and the reconstructed color 

image. In other words, for a fixed error value and a given colorization matrix, the chosen set of RP is the smallest 

set possible. We also propose a method to construct the colorization matrix that colorizes the image in a multiscale 

manner. This, combined with the proposed RP extraction method, allows us to choose a very small set of RP. It is 

shown experimentally that the proposed method outperforms conventional colorization-based coding methods as 

well as the JPEG standard and is comparable with the JPEG2000 compression standard, both in terms of the 

compression rate and the quality of the reconstructed color image. 

Keywords: Colorization, compressive sensing, image compression, image filtering, reconstruction. 

1. INTRODUCTION 

Image Compression is a technique in which we 

reduce the size of the data without losing its 

meaning. There are two types of image 

compression lossless and lossy image 

compression. Lossless compression is one in 

which loss of data is not tolerable, it is preferred 

for medical imaging and technical drawings. 

Lossy compression is one in which loss of data is 

tolerable without losing its meaning, it is used to 

compress multimedia data.  

The explosive growth of the Internet, as witnessed 

by the popularity of sites like YouTube and image 

google, has exponentially increased the amount of 

images and movies available for download. As 

more and more visual data is being exchanged, 

there is an increasing demand for better 

compression techniques which will reduce 

network traffic. Typical compression algorithms 

for images work in the frequency domain, and use 

sophisticated techniques like wavelets. In the case 

of video clips, these algorithms not only compress 

each frame, but also use compression across 

frames in order to reduce storage requirements. 

For instance, frames within a scene are likely to 

be very similar, and hence it is sufficient to 

encode the differences between consecutive 

frames. Motion prediction, optical flow, and other 

tools are also used to further improve 

performance. 

In this paper we take a slightly different approach. 

Instead of performing a frequency transformation 

we store a grayscale version of the image and 

color labels of a few representative pixels known 

as colorization-based coding. Colorization-based 

coding is a new compression technique for color 

images, which is based on the use of colorization 

methods, has been proposed [2]–[5]. Previously, 

several colorization methods [6] have been 

proposed to colorize grayscale images using only 

http://en.wikipedia.org/wiki/Multimedia
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a few representative pixels provided by the user. 

The main task in colorization based compression 

is to automatically extract these few representative 

pixels in the encoder. In other words, the encoder 

selects the pixels required for the colorization 

process, which are called representative pixels 

(RP) in [5], and maintains the color information 

only for these RP. The position vectors and the 

chrominance values are sent to the decoder only 

for the RP set together with the luminance 

channel, which is compressed by conventional 

compression techniques. Then, the decoder 

restores the color information for the remaining 

pixels using colorization methods. 

The main issue in colorization based coding is 

how to extract the RP set so that the compression 

rate and the quality of the restored color image 

become good. Several methods have been 

proposed to this end [2]–[5]. All these methods 

take an iterative approach. In these methods, first, 

a random set of RP is selected. Then, a tentative 

color image is reconstructed using the RP set, and 

the quality of the reconstructed color image is 

evaluated by comparing it with the original color 

image. Additive RP are extracted from regions 

where the quality does not satisfy a certain 

criterion using RP extraction methods, while 

redundant RP are reduced using RP reduction 

methods. However, the set of RP may still contain 

redundant pixels or some required pixels may be 

missing. 

The main contribution of this paper is that we 

formulated the RP selection problem into an 

optimization problem, that is, an L1 minimization 

problem. The selection of the RP is optimal with 

respect to the given colorization matrix in the 

sense that the difference error between the original 

color image and the reconstructed color image 

becomes minimum with respect to the L2 norm 

error. Furthermore, the number of pixels in the RP 

set is also minimized by the L1 minimization. The 

optimal set of RP is obtained by a single 

minimization step, and does not require any 

refinement, i.e., any additional RP 

extraction/reduction methods. Therefore, there is 

no need for iteration. Furthermore, there is no 

need to use a geometric method such as defining 

line segments or squares as in [2]–[5]. 

The optimization problem can also be considered 

as a variational approach, and therefore, the rich 

research results of the variational approach in 

image processing can be used in the colorization 

based coding problem.  

The proposed RP extraction method, produces a 

high quality reconstructed color image. It will be 

shown experimentally that the proposed scheme 

compresses the color image with higher 

compression rate than the conventional JPEG 

standard as well as other colorization based 

coding methods, and is comparable to the 

JPEG2000 standard even without using complex 

entropy coding for the proposed method. 

 preparing/modifying these guidelines. 

2. RELEATED WORK 

To understand the proposed method, three major 

related works have to be explained. 

2.1 Levin’s Colorization Technique 

In [6], Levin et al‟s propose a colorization 

algorithm, which reconstructs the colors in the 

decoder using the color information for only a few 

representative pixels (RP) and the gray image 

which contains the luminance information. For 

example, using the YCbCr color space, the 

colorization problem reconstructs all the Cb and 

Cr components, given the Y luminance component 

and the Cb and Cr information for a few RP. 

Following the notation in [5], we denoted y as the 

luminance vector, u as the solution vector, i.e., the 

vector containing the color components to be 

reconstructed in the decoder, and x as the vector 

which contains the color values only at the 

positions of the RP, and zeros at the other 

positions. The vectors y, u, and x are all in raster-

scan order. The cost function defined by Levin et 

al. is  

J (u) = ||x – Au||
2   

                       (1) 

which has to be minimized with respect to u. 

Here, A = I−W, where I is an n ×n identity matrix, 
n is the number of pixels in u, and W is an n × n 
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matrix containing the w′rs weighting components. 

The w′rs weighting components are 

 =     

Where  

                             (2) 

Here, Ω denotes the set of the positions of the RP, 

σ
2
r is a small positive value, and wrs is the 

weighting component between the pixels at the r‟s 

and the s‟s positions, where s ∈ N(r ), and N(r ) is 

the 8-neighborhood of the r ‟s pixel. Furthermore, 

y(r) and y(s) are the luminance values at the r‟s 

and the s‟s positions in the luminance vector y, 

respectively. 

The minimizer of (1) can be explicitly computed 

as 

u = A
-1

x                                       (3) 

2.2 Colorization-Based Compression 

Techniques 

As mentioned in the introduction, the main 

function of colorization based coding is the 

extraction of the RP. Previous colorization based 

coding methods use an iterative approach to 

extract the RP. In these approaches, first, an a 

priori temporary set of RP is usually selected. 

This a priori selection is manual and causes a 

redundant or insufficient set of RP. Therefore, 

redundant RP have to be eliminated, and required 

RP have to be additionally extracted by additional 

RP elimination/ extraction methods. 

In [2] and [3], new pixels are added to the initial 

set of RP by iterative selection based on machine 

learning, while in [4], the RP is selected 

iteratively constrained to a set of color line 

segments. In [5], redundant RP are reduced and 

required RP are extracted iteratively based on the 

characteristics of the colorization basis. However, 

after using these additional RP 

extraction/reduction methods, it is still not 

guaranteed that the resulting set of RP is optimal. 

After each step of RP extraction, the A matrix is 

constructed, and the A
-1

 matrix is obtained by 

taking the inverse of A. Then, a tentative color 

image is reconstructed by (3) which is then 

compared with the original color image to decide 

if more RP have to be extracted. The matrix A has 

to be constructed after each step of RP extraction, 

since A differs for different sets of RP. 

2.3 L1 Minimization Model 

In many applications, it is necessary to obtain a 

highly sparse signal x, i.e., a signal with very few 

nonzero components, which produces the 

measurement b, given a certain system (matrix) 

A: Ax = b. This problem can be formulated as an 

L0 minimization problem: 

argmin|x|0, s.t. b = Ax                           (4) 
    x 

where the |x|0 norm measures the number of 

nonzero components in x. However, this problem 

is very difficult to solve, since it is a 

combinatorial optimization problem with 

prohibitive complexity. Recently, it has been 

established theoretically that the solution x can be 

obtained also as a solution of an L1 minimization 

problem if A satisfies the RIP (Restricted Isotropy 

Property) condition [7]–[12] 

argmin|x|1, s.t. b = Ax                           (5) 
     x 

The L1 minimization problem can be solved 

easily by tractable linear programming. The L1 

minimization was popularized by the work in [7] 

and is now widely used in the image processing 

area, especially in the total variation 

minimizationand the compressive sensing area. 

Stability results have been established for the L1 

minimization model in [9]–[12]. minimization 

was popularized by the work in [7] and is now 

widely used in the image processing area, 

especially in the total variation minimization and 

the compressive sensing area. Stability results 

have been established for the L1 minimization 

model in [9]–[12]. One of the major contributions 

of this paper is that we formulated the RP 

selection problem into an L1 minimization 

problem. 
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3. PROPOSED METHOD 

While most colorization based coding methods try 

to extract the RP set by using an iterative 

approach, we formulate the RP selection problem 

into an L1 minimization problem. An essential 

prerequisite for this is that the colorization matrix 

has to be determined beforehand. We will first 

explain why the L1 minimization problem suits 

the RP selection problem well. Then, we propose 

a method to determine the colorization matrix 

from the given luminance channel before the RP 

selection. 

3.1 Overall System Diagram 

 Figure 1 shows the overall system 

diagram of the proposed method. The details of 

the components are described in the following 

subsections. In the encoder, the original color 

image is first decomposed into its luminance 

channel and its chrominance channels. The 

luminance channel is compressed using 

conventional one-channel compression 

techniques, e.g., JPEG standard, and its discrete 

Fourier or Wavelet coefficients are sent to the 

decoder. Then, in the encoder, the colorization 

matrix C is constructed by performing a 

multiscale meanshift segmentation on the 

decompressed luminance channel. The 

decompressed luminance channel is used to 

consists with that in the decoder. Using this 

matrix C and the original chrominance values 

obtained from the original color image, the RP set 

is extracted by solving an optimization problem, 

i.e., an L1 minimization problem. This RP set is 

sent to the decoder, where the colorization matrix 

C is also reconstructed from the decompressed 

luminance channel. Then, by performing a 

colorization using the matrix C and the RP set, the 

color image is reconstructed. 

3.2 Formulating the RP Extraction Problem 

into an L1 Minimization Problem 

The colorization process can be expressed in 

matrix form as follows: 

u = Cx.                                         (6) 

Here, C represents the matrix which performs a 

 

 

 

Figure1. Overall system diagram from encoder to decoder of the proposed compression framewor 

 

colorization process on x to obtain the colorized 

image u. Here, u is a one dimensional vector of 
size n, representing the image in raster scan order 

which has n pixels. The Levin‟s colorization 

method can be expressed by (6) with C = A
-1
, 

where C is a square matrix of size n × n. In the 

proposed method, C has the size n×m, where m is 

the size of x, and normally m < n. Other 

colorization methods can also be expressed by (6) 

using different C matrices. 

In the colorization process, C and x are 

given and u is the solution to be sought. In 

contrast, in colorization based coding, the problem 
in the encoder is to determine x when C and u are 

given. For the aim of compression, we seek to 
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obtain a sparse vector x. Therefore, we formulate 

the problem of selecting the RP as an L0 
minimization problem 

argmin|x|0, s.t. u0 = Cx                           (7) 
      x 

Unfortunately, the matrix C does not satisfy the 

RIP (Restricted Isotropy Property) condition. 

Therefore, the problem in (7) cannot be changed 

directly into an equivalent L1 minimization 

problem. To change the L0 minimization problem 

in (7) into an equivalent L1 minimization 

problem, we have to manipulate the matrix C to 

satisfy the RIP condition. We multiply a random 

Gaussian matrix RG, which derives its entries 

from a zero-mean Gaussian distribution, to C (and 

to u0) to obtain the matrix RGC which satisfies 

the RIP condition. The size of RG is l*n, where 

normally l < n. This results in the following L0 

minimization problem 

argmin|x|0, s.t. RGu0 = RGCx                               (8) 
     x 

which can be changed into the following 

equivalent L1minimization 

argmin|x|1, s.t. RGu0 = RGCx                               (9) 
     x 

Equation (9) is an optimization problem and can 

be solved by linear programming such as the 

Basis Pursuit (BP) or Orthogonal Matching 

Pursuit (OMP) [7] [8]. Since (9) is an 

optimization problem, the various results from 

variational methods can be incorporated into the 

colorization based coding problem. For example, 

(9) can also be reformulated as an unconstrained 

problem 

argmin|x|1 + λ||RGu0 - RGCx||
2
                          (10) 

     x 

which can be solved by various algorithms 

developed for unconstrained problems, e.g., the 

Bregman iterative algorithm [15]. Other weighted 

L2 norms that consider the image characteristics 

can be used instead of the normal L2 norm in 

(10). 

The unconstrained problem (10) is a more 

practical choice, since the linear constraint in (9) 

is too strong a constraint, and therefore, the BP 

solver will often fall into an unsolvable state. For 

the unconstrained problem, the solution varies as 

the parameter λ varies. 

In fact, we can alternatively solve the following 

problem, such that we can control the number of 

nonzero components as we are minimizing the 

error between the reconstructed and the original 

color images 

argmin ||u0 – Cx||2, s.t. |x|0 ≤ L                         (11)  
  x 

where L is a positive integer that controls the 

number of nonzero components in x. The number 

L can be determined by the desired compression 

rate, i.e., if we want a large compression rate, then 

L is set to a small number. The above problem can 

be solved either by the BP or the OMP solver.  

By formulating the colorization based coding into 

an L1 minimization problem, we obtain the 

following benefits: 

1) Compared to the sets of RP obtained by other 

conventional colorization based coding methods, 

which are updated at each iteration, the set of RP 

in our method is obtained only once and requires 

no update. 

2) Compared to other colorization based coding 

methods, our method needs no extra RP 

extraction/reduction. 

3) It is mathematically guaranteed that the RP set 

is optimal with respect to the given matrix C in 

the sense that it minimizes the number of RP due 

to the L1 norm. If using (10) or (11), then it is also 

optimal (with respect to given matrix C) in the 

sense that it makes the square error in (10) 

minimum. When solved with the BP/OMP solver, 

the solution becomes a local optimal minimum of 

(11). 

4) There is no need to adopt geometric methods 

into the proposed method. 

5) By formulating the problem of RP selection as 

an optimization problem, we have designed a way 

to adopt existing optimization techniques to the 

problem of RP selection. 
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There is one more main difference between the 

proposed method and other colorization based 

coding methods. In other colorization based 

coding methods, the chrominance values of the 

RP are the same as in the original image u0. 

However, in our method the chrominance values 

of the RP are determined so that they satisfy the 

constraint in (9) or make the square error in (10) 

or (11) minimum. Therefore, the chrominance 

values obtained by the proposed method generally 

are not the same as those in the original image. 

3.3 Construction of the Colorization Matrix 

For the problems in (9)–(11) to be solved, the 

matrix C has to be determined. In [3]–[5], the 

matrix C is computed by taking the inverse of A, 

i.e., C = A−1 as has been proposed in [6]. 

However, in our approach, we cannot let C = A
−1

, 

since A depends on the set of RP, and therefore, 

cannot be determined beforehand. In contrast, we 

want to obtain C directly. 

In [5], the observation has been made that the 

column vectors of the colorization matrix can be 

regarded as the colorization basis vectors. We 

construct the matrix C by considering this fact. 

The chrominance image u is the linear 

combination of these column vectors treating the 

nonzero values (RP) in x as the coefficients. For x 

to become sparse, i.e., to have only a few RP, the 

column vectors corresponding to the RP should 

have a large effect on the chrominance image u. 

Generally, if a column vector in C has many large 

nonzero entries, this means that the corresponding 

RP has a large effect on the chrominance image u. 

In other words, this means that in the decoder, a 

large region can be colorized by this RP. 

Therefore, the x vector obtained by (9)–(11) 

should contain the RP (or coefficients) which 

correspond to the column vectors that have large 

effects on the colorized image. Furthermore, RP 

corresponding to column vectors with a similar 

effect on the image should not be redundantly 

chosen. 

We explain this using a simple exemplary 3 × 3 

image (image (I) in Fig. 2(a)). We suppose that 

after decomposing the image (I) into the 

luminance channel (y) and the color components 

(u), the color components is mainly constituted of 

two colors (as can be seen in u in Fig. 2(a)). This 

means that the color image can be reconstructed in 

the decoder using a minimum of two color values 

and the luminance channel sent from the encoder. 

Therefore, sending the color information of the 

third and the fourth pixels could be enough to 

reconstruct the color image if C sufficiently 

reflects the effect of the color information on the 

colorized image. To obtain such a colorization 

matrix C, segmentation is performed on the 

luminance channel, which results in two 

segmented regions corresponding to the two main 

color components. Then, the matrix C is 

constructed considering the segmentation result, 

as in Fig. 2(b). We can observe from the matrix C, 

for example, that the color information of the third 

pixel has a full effect on the pixels which 

positions correspond to those having the value „1‟ 

in the third vector, while it has no effect on the 

pixels which positions correspond to those having 

zero values. Furthermore, the third and the fourth 

vectors together have an effect on all the pixels in 

the image. Therefore, using this C in the RP 

extraction, the solution vector x is obtained such 

that it has only two nonzero values, since a third 

value would be superfluous. In the decoder, the 

color components of all the other pixels are 

recovered using the two nonzero color component 

values (Fig. 2(c)), and combined with the  

luminance channel, the color image is 

reconstructed (Fig. 2(d)). From this simple the 

example, we see that an important step to obtain 

matrix C is the segmentation on the luminance 

channel in the encoder. 
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Figure 2. Exemplary image of reconstructing the colorization matrix. (a) Decomposing the image, (b) constructing 

the colorization matrix, (c) reconstructing the chrominance channels, and (d) reconstructing the color image. 

3.4 Segmentation Techniques in the 

Construction of the Colorization Matrix 

As has been seen in the previous section, 

segmentation plays an important role in the 

construction of the colorization matrix. In this 

section, we explain why we have to use a multi-

scale segmentation. 

3.4.1 Meanshift Segmentation  

In this paper, we use the meanshift segmentation 

[13] due to its several desirable properties. The 

mean shift segmentation uses two parameters 

where one decides the photometric distances 

between the pixels inside the segmented regions, 

and the other decides the spatial distances. 

Therefore, using the meanshift segmentation, we 

can easily generate segmented regions of different 

photometric and spatial characteristics. 

Other segmentation techniques may also work 

with the proposed compression framework if they 

are tuned to suit well with the proposed method. 

3.4.2  Multiscale Segmentation 

We perform a multi-scale meanshift segmentation 

to construct the colorization basis. The reason that 

we use a multi-scale segmentation is that there is 

the possibility that some regions in the colorized 

image may lack either the Cb or the Cr 

components when using a singlescale 

segmentation. This is due to the fact that even 

though the RP for both the Cb and Cr components 

have to be selected for every segmented region, 

some may not be selected due to the L1 

minimizing constraint. A multi-scale meanshift 

segmentation is performed at different scales by 

using kernels with different bandwidths. A kernel 

with large bandwidth segments the image into 

large segments, while a kernel with smaller 

bandwidth segments the image into smaller 

segments. This will result in segmented regions of 

different scales. Now, at each scale, the domain of 

the whole image (Ω) is the union of the segmented 

regions 

Ω = Ω
k
1 ∪ Ω

k
2 ∪…… Ω

k
nk ∀k         (12) 

where, k denotes the scale level, nk is the total 

number of segmented regions at the k-th scale, 

and Ω
k
j denotes the j-th segmented region at the k-

th scale level. Figure 4 shows the segmentation 

results and the segmented regions for three 

different scales of the multi-scale segmentation. 

Next, we construct a column vector for every 

segmented region. That is, for every segmented 

region Ω
k
j , j = 1, . . . n

k
 at every scale k, we 

construct a column vector cj,k so that the i-th 
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component of the vector cj,k has a nonzero value if 

the corresponding i-th pixel lies in the region Ω
k
j , 

and 0 if not. We then construct the matrix C by 

putting the column vectors cj,k,∀j,∀k in C, where 

the column vectors are arranged according to the 

scale as shown in Fig. 3. Then, the entry of C 

becomes 

 

where  represents the total number of 

segmented regions at scale t, and 

therefore,  indicates the j-th column 

vector at scale k. Here, W(d
k
j(i )) is a function of 

the distance d
k
j(i ) between the center of the mass 

of Ω
k

j and the pixel  

 

Figure 3. Colorization matrix C constructed with 

multiscale segmentation.The colorization basis vectors 

are arranged according to the scale 

 

Figure 4. Segmented regions with different scales 

obtained by the multiscale meanshift segmentation. 

One of the segmented regions of (a) scale 1 [(hs , hr ) 

= (51, 408)], (b) scale 5 [(hs , hr ) = (25.5, 204)], and 

(c) scale 8 [(hs , hr ) = (25.5, 25.5)]. Showing one of 

the segmented regions with distance weight of (d) scale 

1, (e) scale 5, and (f) scale 8, where a brighter 

brightness value corresponds to a closer distance to 
the center of the mass of the segmented region. The 

brightness values are shown in log-scale for visualty 

 

Figure 5. Colorization results by using the RPs 

corresponding to (a) scale 1-4, (b) scale 1-8, and (c) 

scale 1-12, where the scales are as defined in Section 4. 

 

i∈Ω
k
j. Here, we just let W(d

k
j(i )) = 1/ . The  

lower row in Fig. 4 shows the segmented regions 

of the upper row in Fig. 4 with the weight applied, 

where a brighter pixel corresponds to a larger 

weight. Using the weight, applied colorization 

basis results in colorization with larger weights in 

the centers of the segmented regions. 

Obviously, the minimization process in (10) or 

(11) will select the RP set corresponding to the 

column vectors containing large segmented 

regions with large priority, since the L2 error 

grows if they are not chosen. This will colorize 

the reconstructed image at course scale. Since the 

RP corresponding to the large-scaled segmented 

regions are chosen with large priority, the image 

becomes fully colorized leaving no regions 

lacking the Cb or Cr components. 

Table1.  Framework of Proposedmethod 

 Description of Proposed Method 

Encoder 

1) Input: Original color image. I 

2) Decomposition: Decompose I into its 

luminance channel (y) and original 

chrominance images u0
Cb and u0

Cr. 

3) Perform multi-scale meanshift 

segmentation on y to obtain segmented 

regions Ωk
j, j = 1, . . . nk, ∀k . 

4) Construct column vectors cj,k using Ωk
j , 

j = 1, . . . nk, ∀k . 

5) Concatenate the column vectors 

construct cj,k to construct the colorization 

matrix C. 

6) Using the Orthogonal Matching Pursuit 

(OMP) obtain the RP set x by solving the 

following problem 

argmin||u0 – Cx||2, s.t. |x|0 ≤ L                                         

x 

for u0 = u0
Cb and u0 = u0

Cr. 

7) Output: Final RP set x = {x
k
Cb, x

k
Cr} 

(optimal with respect to the matrix C). 

Decoder 

1) Input: Luminance channel (y), RP set  

x = {x
k
Cb, x

k
Cr} 

2) Reconstruction 

1) Reconstruct the matrix C by performing 
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multi-scale meanshift segmentation on y. 

2) Reconstruct the color components by 

uCb = CxCb 

and 

uCr = CxCr. 
3) Reconstruct color image I by combining 

the luminance channel y and the color 

components uCb and uCr. 
3) Output: Reconstructed Color Image I . 

After the RP corresponding to large-scaled 

segmented regions are selected, further RP 

corresponding to smaller regions are selected 

according to the errors they reduce. This will add 

detailed colors to the reconstructed color image in 

the decoder. Figure 5 shows the reconstructed 

color images reconstructed with different numbers 

of RP and different numbers of scales. The 

different scales are constructed by using different 

spatial and range parameters in the meanshift 

segmentation. We explain the details in Section 

IV. It can be seen that the image reconstructed 

with a small number of RP is colorized at 

somewhat course scale, since they correspond to 

the large-scaled segmented regions, while detailed 

colors appear in the colorized image when more 

RP are involved. 

Table I shows the framework of the proposed 

method in pseudo codes. We omitted the 

compression/decompression process on the 

luminance channel for simplicity. 

3.5 Computing PSNR and SSIM 

PSNR is the ratio between the maximum possible 

power of a signal and the power of corrupting 

noise that affects the fidelity of its representation. 

Because many signals have a very wide dynamic 

range, PSNR is usually expressed in terms of the 

logarithmic decibel scale. PSNR is most 

commonly used to measure the quality of 

reconstruction of lossy compression codecs (e.g., 

for image compression). The signal in this case is 

the original data, and the noise is the error 

introduced by compression. When comparing 

compression codecs, PSNR is an approximation to 

human perception of reconstruction quality. 

Although a higher PSNR generally indicates that 

the reconstruction is of higher quality, in some 

cases it may not. One has to be extremely careful 

with the range of validity of this metric; it is only 

conclusively valid when it is used to compare 

results from the same codec (or codec type) and 

same content. 

The Mean Square Error (MSE) and the Peak 

Signal to Noise Ratio (PSNR) are the two error 

metrics used to compare image compression 

quality. The MSE represents the cumulative 

squared error between the compressed and the 

original image, whereas PSNR represents a 

measure of the peak error. The lower the value of 

MSE, the lower the error.  

PSNR is most easily defined via the mean squared 

error (MSE). Given a noise-free m×n 

monochrome image I and its noisy approximation 

K, MSE is defined as: 

MSE = 1/mn         (13) 

The PSNR is defined as: 

PSNR = 10log10(MAX
2
I/MSE)           (14) 

          = 20log10(MAXI)-10log10(MSE) 

Here, MAXI is the maximum possible pixel value 

of the image. When the pixels are represented 

using 8 bits per sample, this is 255. More 

generally, when samples are represented using 

linear PCM with B bits per sample, MAXI is 

2
B
−1. 

The Structural SIMilarity (SSIM) index is a 

method for measuring the similarity between two 

images. The SSIM index can be viewed as a 

quality measure of one of the images being 

compared, provided the other image is regarded as 

of perfect quality. It is an improved version of the 

universal image quality index proposed before. 

SSIM is designed to improve on traditional 

methods like peak signal-to-noise ratio (PSNR) 

and mean squared error (MSE), which have 

proven to be inconsistent with human eye 

perception. 

The difference with respect to other techniques 

mentioned previously such as MSE or PSNR is 

that these approaches estimate perceived errors; 

on the other hand, SSIM considers image 

degradation as perceived change in structural 

http://en.wikipedia.org/wiki/Signal_(information_theory)
http://en.wikipedia.org/wiki/Noise
http://en.wikipedia.org/wiki/Dynamic_range
http://en.wikipedia.org/wiki/Dynamic_range
http://en.wikipedia.org/wiki/Dynamic_range
http://en.wikipedia.org/wiki/Logarithm
http://en.wikipedia.org/wiki/Decibel
http://en.wikipedia.org/wiki/Codec
http://en.wikipedia.org/wiki/Image_compression
http://en.wikipedia.org/wiki/Mean_squared_error
http://en.wikipedia.org/wiki/Mean_squared_error
http://en.wikipedia.org/wiki/Mean_squared_error
http://en.wikipedia.org/wiki/Pulse-code_modulation
http://www.cns.nyu.edu/~zwang/files/research/quality_index/demo.html
http://en.wikipedia.org/wiki/Peak_signal-to-noise_ratio
http://en.wikipedia.org/wiki/Mean_squared_error
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information. Structural information is the idea that 

the pixels have strong inter-dependencies 

especially when they are spatially close. These 

dependencies carry important information about 

the structure of the objects in the visual scene. 

The SSIM metric is calculated on various 

windows of an image. The measure between two 

windows x and y of common size N×N is: 

where 

 the average of x,  the variance of x,  the 

variance of y,  the average of y,  the 

covariance of x and y, C1=(k1L)
2
, C2=(k2L)

2 
are 

two variables to stabilize the division with weak 

denominator, L is the dynamic range of the pixel-

values (typically this is 2
#bits per pixel

-1), k1=0.01 and 

k1=0.03 by default. 

4. IMPLEMENTATION ISSUES 

In this section, we explain the details of the 

implementation of the proposed method. When 

constructing the matrix C, we used a 16-scale 

segmentation, which means that we performed the 

meanshift segmentation with 16 different spatial 

and range resolutions, i.e., a combination of four 

different spatial and four different range 

resolutions. The parameters hs and hr control the 

spatial and the range resolutions, respectively, and 

large values of hs and hr result in large scaled 

segmented regions. The meaning of hs and hr is 

the same as in [13]. The parameters (hs , hr ) used 

in each scale are as follows: Scale 1: (51, 408), 

Scale 2: (51, 204), Scale 3: (51, 102), Scale 4: (51, 

51), Scale 5: (25.5, 204), Scale 6: (25.5, 102), 

Scale 7: (25.5, 51), Scale 8: (25.5, 25.5), Scale 9: 

(15.3, 122.4), Scale 10: (15.3, 61.2), Scale 11: 

(15.3, 30.6), Scale 12: (15.3, 15.3), Scale 13: 

(10.2, 81.6), Scale 14: (10.2, 40.8), Scale 15: 

(10.2, 20.4), Scale 16: (10.2 ,10.2).  

The order of the positions of the colorization basis 

vectors in C is determined by the scale and the 

mode. That is, the colorization basis vectors are 

classified first into 16 different parts in C 

according to the scale. After that, in each part, the 

colorization basis vectors are ordered again 

according to the raster scan order of the modes of 

the corresponding segmented regions. Here, the 

mode refers to the local maxima of the assumed 

probability density function of the feature space in 

the segmented region [13]. Using the same 

procedure, the same matrix C can be reconstructed 

in the decoder using the luminance channel sent 

from the encoder, and therefore, the intended 

colorized image can be reconstructed using the RP 

set also sent from the encoder. 

We observed that the positions of the RP in x for 

the Cb and the Cr components are almost the 

same, and therefore, we encode the positions only 

for the Cb components. 

Fig. 6. Experimental results with the 256×256 

“Pepper” image. (a) Original. (b) Cheng et al. (c) Ono 

et al. (d) Proposed 

5. EXPERIMENTS 

 We compared the proposed method with 

the JPEG and the JPEG2000 standards, as well as 

two conventional colorization based coding 

methods, the method of Cheng et al. [2] and the 

method of Ono et al. [5]. We used a 4:1:1 color 

format, which means that the size of the 

reconstructed Cb and Cr chrominance images are 

one-fourth of the luminance image. To make the 

visual comparison easy, we constructed the colors 

with a very small number of coefficients (or RP) 

for all the methods. In the comparison with 

conventional colorization based coding methods, 

http://en.wikipedia.org/wiki/Average
http://en.wikipedia.org/wiki/Variance
http://en.wikipedia.org/wiki/Variance
http://en.wikipedia.org/wiki/Average
http://en.wikipedia.org/wiki/Covariance
http://en.wikipedia.org/wiki/Dynamic_range
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we used an uncompressed luminance channel in 

the reconstruction of the color image for all 

methods. The proposed method surpasses other 

colorization based coding methods by a large 

amount, and using a compressed luminance 

channel makes no difference in the comparative 

result. In the comparison with the 

JPEG/JPEG2000 standards, we used a compressed 

luminance channel. Using a compressed 

luminance channel deteriorates the PSNR a little 

compared with that using an uncompressed 

luminance channel. 

For conventional colorization based codings, we 

used 4 bytes to encode each RP, where 2 bytes are 

used to encode the x and y coordinates, and 2 

bytes to encode the Cb and Cr chrominance 

values. We used a total of 175RP at the start of the 

iteration. However, for the method of Ono et al., 

the number of RP changes after each iteration, and 

therefore, it was not easy to make the final file 

size similar to that of ours. For the proposed 

method, we used (11) with L = 200, i.e., we used a 

total of 200RP. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure7. Showing the enlarged regions of the Pepper”  

mage. (a) Original. (b) Cheng and Vishwanathan [2]. 

(c) Ono et al. [5]. (d) Proposed. 

We could use more RP than conventional 

colorization based coding methods, since we need 

a smaller number of bits to encode the RP. 

However, the quality of the reconstructed color 

image is much better with the proposed method 

even when using the same or even a smaller 

number of RP. Thus, we use 28 bits to encode 

each RP, where 12 bits are used to determine the 

position of the RP in x, and 2 bytes (16 bits) for 

the chrominance values of the Cb and the Cr 

components. With 12 bits, we can discriminate 

between 4096 different basis vectors, which is 

more than enough, as the number of colorization 

basis vectors was around 3000 in our experiments. 

We experimented with three different color 

images, two 256 × 256 sized images and one 294 

× 250 sized. Figures 6 to 11 compare the 

reconstructed color images between the different 

colorization based coding methods.  

The PSNR is measured using all the RGB values 

of the reconstructed color image together, while 

the SSIM index is measured for the Cb and the Cr 

channels, separately. Since all the methods use the 

same luminance image, we measured the sizes of 

the files only for the chrominance images. Table 

II summarizes the sizes of the files, the PSNR, 

and the SSIM values of the reconstructed images 

when using different methods. One of the major 

problems with colorization based coding is the 

permeation of colors into other color regions. This 

can be observed in every reconstructed image 

with other colorization based coding methods. 

Therefore, the PSNR values are low for other 

colorization based coding methods. Compared 

with other colorization based coding methods, the 

proposed method shows no permeation of colors 

into other color regions. 
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Fig.8. Experimental results with the 256×256 “Cap” 

image. (a) Original (b) Cheng and Vishwanathan [2]. 

(c) Ono et al. [5]. (d) Proposed. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.9. Showing the enlarged regions of the Cap image. 

(a) Original. (b) Cheng and Vishwanathan [2]. (c) Ono 

et al. [5]. (d) Proposed. 

For the comparison with the JPEG/JPEG2000 

standards, we used standard JPEG/JPEG2000 

encoders. We used the JPEG2000 encoder from 

the Jasper project (www.ece.uvic. 

ca/~frodo/jasper/) and the JPEG encoder in the 

XnView software(www. xnview.com). The file 

sizes of the images compressed with 

JPEG/JPEG2000 standards are the sums of the 

compressed luminance channel and the 

chrominance values together. With the proposed 

method, the file size is the sum of the compressed 

luminance channel and the RP set. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.10. Experimental results with the 294 × 250 

“Butterfly” image. (a) Original. (b) Cheng and 

Vishwanathan [2]. (c) Ono et al. [5]. (d) Proposed. 

Fig.11.Showing the enlarged regions of the Butterfly 

image. (a) Original. (b) Cheng and Vishwanathan [2]. 

(c) Ono et al. [5]. (d) Proposed. 

Here, we compared the total file sizes of the 

different methods, and therefore, to match the 

total file sizes, the sizes of the compressed 

luminance channels are not the same between the 

different methods. We further reduced the number 

of bits used to determine the positions of the RP to 

6 bits using delta encoding. This is possible since 

the distance between each RP does not exceed 64, 

which fact we verified from experimental results. 

Therefore, we use a total of 22 bits to encode each 

RP, where 2 bytes are used to encode the 

chrominance values. For example, the file size 

3.47 KB is obtained by using 0.537 KB (22 bits × 

200) for the encoding of the RP and 2.933 KB for 

the compressed luminance channel. 

Table 2. Comparison Of The File Size (Kb), PSNR, 

SSIM Values Between The Different Colorization-

Based Coding Methods  

Image Method  File 

Size 

(KB) 

PSNR SSIM 

(Cb) 

SSI

M 

(Cr) 

Pepper  

 

Cheng et 

al.  

Ono et 

al.  

Proposed 

0.7  

 

0.74 

0.7 

23.49 

 

22.04 

29.84 

0.872 

 

0.781 

0.910 

0.79

6 

 

0.75

7 

0.97

3 

Cap Cheng et 

al.  

0.7 

 

34.37  

 

0.970  

 

0.97

1 

http://www.ece.uvic/
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Ono et 

al.  

Proposed 

0.73 

0.7 

30.16 

38.62 

0.918 

0.980  

 

0.92

3 

0.99

4 

Butterf
ly 

Cheng et 
al.  

Ono et 

al.  

Proposed 

0.7 
 

0.90 

0.7 

26.39 
 

25.17 

30.93  

0.789 
  

0.751 

0.930 

0.86
7 

 

0.72

2 

0.95

5  

Table3. Comparison Of The File Sizes (Kb) And PSNR 

Values With The Jpeg/Jpeg 2000 Standards 

Image Method File Size PSNR 

Pepper JPEG 

JPEG2000 

Proposed 

4.22 (KB) 

4.22 (KB) 

4.08 (KB)  

25.7242 

27.8727 

27.3297  

Cap JPEG 

JPEG2000 

Proposed 

3.57 (KB) 

3.59 (KB) 

3.47 (KB)  

28.2731 

30.0708 

30.3384  

Buterfly JPEG 

JPEG2000 

Proposed 

4.80 (KB) 

4.54 (KB) 

4.54 (KB)  

23.8253 

25.7853 

25.6173  

The reconstructed image using the JPEG standard 

reveals many blocky artifacts and false colors, 

which can be observed in the first columns of 

Figs. 12 and 13, even though the sizes of the files 

are larger than the reconstructed images using the 

proposed method. The reconstructed images using 

the JPEG2000 reveal some ringing artifacts and 

also some false color artifacts, especially in the 

regions where the luminance values change a lot. 

This can be observed especially in Figs. 13(b) and 

(f). The proposed method surpasses the JPEG 

standard noticeably in every respect: in the file 

size, PSNR value, and visual quality. The 

proposed method is comparable to the JPEG2000 

and shows some advantages in some regions. 

Even though the JPEG2000 standard shows a 

larger PSNR value for some images, we want to 

emphasize the fact that the JPEG2000 standard is 

a highly optimized standard which uses many 

entropy coding techniques together. If further 

entropy coding techniques suited for the proposed 

compression framework are developed, then the 

performance might surpass the JPEG2000 

standard. To show that the proposed compression 

framework has potential to further increase its 

performance, we  

Fig.12. Reconstructed images using (a), (e), (i) JPEG 

standard. (b), (f), (j) JPEG2000 standard. (c), (g), (k) 

Proposed method. (d), (h), (l) Proposed2 method 

 Fig.13. Enlarged regions of the reconstructed images 

using (a), (e), (i) JPEG standard. (b), (f), (j) JPEG2000 

standard. (c), (g), (k) Proposed method. (d), (h), (l) 

Proposed2 method. 

varied the proposed method a little, by putting 

some extra small-scaled wavelet basis vectors in 

the colorization matrix C, together with the basis 

vectors generated by the meanshift segmentation. 

This does not increase the file size of the encoded 

image, due to the fact that wavelet basis vectors 

can be generated without the knowledge about the 

image. The chances that the L2 difference error 

reduces is now increased, since C contains more 

column vectors, and (11) will choose the optimal 

linear combination of the column vectors with 

respect to the L2 difference error. Therefore, the 

PSNR values increases and surpasses the 

performance of the JPEG2000 as can be seen in 
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Table III, where we denoted the modified 

proposed method by „proposed 2‟. The main 

drawbacks of the proposed method are the high 

computational cost and use of memory. While the 

memory could be handled with 2GB RAM 

memory, it took about 35 s to construct the C 

matrix using an Intel CPU with 2.1GHz speed 

running under Windows7 as an win32 application 

6. CONCLUSION 

In this paper, we formulated the colorization 

based coding problem into an optimization 

problem. By formulating the problem as an 

optimization problem we have opened the way to 

tackle the colorization based coding problem 

using several well-known optimization 

techniques. Furthermore, we proposed a method 

to compute the colorization matrix which can 

colorize the image with a very small set of RP for 

images and videos. Experimental results show that 

the proposed method surpasses other colorization 

based coding methods to a large extent in 

quantitative as well as qualitative measures. The 

proposed method also surpasses the JPEG 

standard, and is comparable to the JPEG2000 

standard. However, the problem of computational 

cost and use of large memory remains, and has to 

be further studied. 
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